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Resumen

Las redes neuronales son utilizadas en la actualidad para multiples tareas, una de
ellas la prediccion de fendmenos sociales y naturales. Considerando su eficacia en
tareas de prediccion y su capacidad de modelar sistemas de manera robusta, es
que se plantea el objetivo de evaluarlas como método de prediccion de variables
fenoldgicas esperando demostrar su utilidad en situaciones de riesgo y
aprovecharla en casos reales, para poder utilizarlas en la optimizacion y la
adaptacién de la agricultura ante situaciones de riesgo, con el fin de que se pueda
tomar una mejor decision agrébnoma sobre los cultivos y aumentar con esto la
produccion de alimentos, disminuyendo pérdidas y a su vez, con esto, costos que
afectan tanto a la economia de los agricultores como a la de todos los

consumidores.

Para realizar una evaluacion rigurosa se toman en consideracion distintas redes
neuronales como: red feedforward, red recurrente, red de funcién base radial, red
convolucional y mapas autoorganizados, comparando la eficiencia de cada una de
ellas de acuerdo a los datos que se analizan y las variables que se predicen,
realizando la comparativa por medio del error absoluto, el error minimo cuadrado,
el coeficiente de determinacion, el sesgo y el tiempo de ejecucion, teniendo con ello

una vista general de cada una de las redes neuronales.

A su vez, se realiza la comparacion contra otros métodos, una maquina de soporte
vectorial y, principalmente, contra los modelos tomando como referencia los
modelos ARIMA, para poder revisar si las redes son opciones contra métodos mas

robustas que ellas.

Para poder realizar todo el analisis de estas herramientas se presenta un caso de
estudio en Aguascalientes, en VERDUMEX con el cultivo de jitomates, sin embargo,
se propone como un modelo facilmente replicable para enfrentar las situaciones de

riesgo actuales: tanto climaticas como alimentarias.

Dada la situacion actual de riesgo climatico y alimentario se evaluan las redes

neuronales como una alternativa clave en la prediccion fenoldégica mostrando a lo
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largo del documento comparaciones de pruebas para validar su funcionamiento y
eficiencia, logrando mostrar la calidad de las predicciones hechas utiles en la

adaptacion de los cultivos.



Abstract

The neural networks have been applied for a lot of different tasks, prediction as one
of them. With the objective of analyzing their performance in a real and practical
case of study related to agriculture and phenological risks, they will be used as a tool
for optimize the harvest, improving the production, and decreasing the wastage of
crops, and as consequence decreasing the economic losses of agricultural

producers and consuming public.

The thorough analysis involves the exploration of different neural networks as:
Feedforward Network (FFN), Recurrent Neural Network (RNN), Radial Basis
Function Network (RBFN), Convolutional Neural Network (CNN), and Self-
Organized Map (SOM). The efficiency is proved by analyzing the MSE, Absolute

Error, coefficient of determination, Bias and execution time.

Also, the neural networks are also compared against other methods: the Support
Vector Machine (SVM), and the ARIMA models. This comparison makes possible to
determine if the neural networks are an alternative against more robust models and

finally to infer about their efficacy in the cases of study.

The case of study where the investigation is applied is in VERDUMEX, a Mexican
company located in Aguascalientes, where the information about tomato crops is
used to predict about the need of the crop. Although, it can be replicated and applied
which is the main characteristic that the project is trying to reach due to the

meteorological and food supply risks.

Are the neural networks the tool that is needed to adapt the agriculture to the new
worldwide changes? This document validates the importance of the neural networks
and how easily they can be modified to be adapted to the different model being a

great option to overcome the risks.



Introduccion

A lo largo de la historia la humanidad se ha enfrentado a diversos problemas para
lograr satisfacer sus necesidades basicas y por lo tanto lograr su supervivencia
teniendo que adaptarse a su entorno y a los recursos disponibles, desarrollando en
el proceso técnicas y tecnologias que le permitian seguir adelante. Esa es una lucha
que prevalece hoy en dia, donde si bien hay una gran cantidad de avances que han
traido consigo comodidad para la humanidad, siguen existiendo mas y nuevos retos

a los que enfrentarse para satisfacer las necesidades basicas de la poblacién.

La comida es algo que hoy en dia se suele dar por sentado, en gran medida por su
aparente facil acceso que vuelve que su valor sea meramente superfluo. Si se tiene
hambre, bajo el contexto mexicano, basta con acudir a un mercado a conseguir
frutas, verduras, cereales o carne, pero ese alimento que parece facil de conseguir
o de valor insignificante tiene en realidad un valor monumental. Se sabe que comer
es una actividad basica y necesaria, pues en promedio una persona puede vivir
unicamente ocho semanas sin consumir alimento, como mencionan Saz Peiro y
Ortiz Lucas (2007) quienes al detallar la fisiologia de las personas hablan de entre
40y 60 dias de ayuno maximo, a pesar de esto no es un recurso de facil acceso en
todo el mundo, una muestra de esto son las cifras de desnutricion a nivel mundial,
donde retomando datos aportados por la Organizacion de las Naciones Unidas
(ONU) existen mas de 691 millones de personas que pasan hambre con todas las
consecuencias de esto, esta situacion es conocida como inseguridad alimentaria
(United Nations, n.d.).

Es aqui donde se llega al primer punto importante que sirve de base para el

desarrollo de esta tesis: la agricultura.

El desarrollo de la agricultura permiti6 que el hombre comenzara a asentarse en
comunidades, esto gracias a la posibilidad de cultivar su propio alimento y de cultivar
alimento que uso para la domesticacion de animales que servirian de igual forma
como fuente de alimentacion, prevaleciendo hasta la actualidad como una actividad

necesaria para la alimentacion a nivel mundial, sirviendo no sélo como fuente de
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alimento, sino como materia prima para el acceso a otros recursos y como una
actividad econdmica importante (De Agricultura Y Desarrollo Rural, n.d.), tal es el
caso de paises como México donde se cultivan e importan diversos alimentos
producto de esta actividad. Sin embargo, por numerosas razones la agricultura se
encuentra en constante peligro, ya sea por el crecimiento de ciudades que
desplazan los campos y zonas de cultivos, donde la sociedad se enfoca cada vez
mas en el desarrollo industrial y tecnoldgico dejando este tipo de actividades basicas
en segundo plano. De la mano de esto hay muchos mas factores riesgo cuyas
afectaciones son mas delicadas o preocupantes puesto que provocan una completa
incertidumbre para los propios cultivos, tal es el caso del cambio climatico (De

Informacion Agroalimentaria Y Pesquera, n.d.).

El cambio climatico, el calentamiento global, y el efecto invernadero, han sido temas
de interés en investigacion y discusién viéndose potenciados por factores como la
contaminacion que afecta directamente en ellos, del mismo modo se ha hecho
énfasis en las implicaciones que esto podria traer a futuro como desastres naturales
tales como sequias, olas de calor, inundaciones, huracanes y demas. Todo eso que
se preveia ha comenzado a suceder de manera claramente alarmante no solo para
los humanos, sino para la vida en general dentro del planeta, muestra de esto fue
el ano 2023, ano durante el cual se experimentaron las temperaturas mas altas en
el planeta de manera historica a nivel global, como se menciona en diversos
articulos, algunos de ellos de National Geographic, cada mes de dicho afio presenté
un nuevo record en temperaturas altas, trayendo con esto la espera de que durante
el ano 2024 se volviera a repetir esta historia (Parra, 2024). ; Pero que implicaciones

pueden tener estas situaciones extremas en la agricultura?

Para poder llevar a cabo la agricultura se debe contar con ciertos elementos
especificos que permitan el desarrollo de las plantas, no es lo mismo plantar un
manzano que crece naturalmente en zonas frias que intentar tener un cafetal que
se produce en zonas tropicales, condiciones como la humedad, las temperaturas
maximas y minimas, el pH del suelo, entre otros, elementos derivados del clima que

ofrecen a cada especie las condiciones necesarias para que nazcan y se desarrollen
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al punto de ser cosechadas y por tanto consumidas (FAO, 2000). Sin estas
condiciones el simple hecho de producir resulta un reto enorme para todos los
agricultores, haciendo de suma importancia para ellos el invertir en herramientas
gue permitan hacer adecuaciones pertinentes a las condiciones mundiales, asi
como herramientas cuyo uso permita eficientar los recursos y poder llevar a término

cada uno de los cultivos.

Debido a lo anterior es que existen diversas organizaciones que buscan influir o
invertir en estos esfuerzos por disminuir los efectos negativos sobre la agricultura,
trabajando en el desarrollo de tecnologias sustentables y sostenibles que permitan
que la agricultura prevalezca y que sea util en la alimentacién mundial intentado
disminuir a la vez los efectos adversos que pueda tener la practica de la agricultura
en el medio ambiente, asi como para disminuir el impacto de los efectos del cambio
climatico o la falta de acceso a recursos en la produccion de cultivos, buscando en
el proceso aumentar la produccién y calidad de estos de manera que ayude en la
disminucién de la desnutricion a nivel global. Ejemplo de esto es la Organizacion
de las Naciones Unidas, la cual desarrollé la Agenda 2030 para el Desarrollo
Sostenible, la cual plantea 17 objetivos que pretenden, al ser cumplidos, disminuir
el hambre a nivel mundial (planteado dentro del objetivo 2 “hambre cero”),
promoviendo la produccion y el consumo responsables (objetivo 12 de la agenda de
desarrollo sostenible), donde la inseguridad alimentaria se busca satisfacer por
medio de practicas sostenibles en los sistemas de agricultura, mediante el desarrollo
y el apoyo al desarrollo de técnicas y sistemas que ayuden en este proceso
(Desarrollo Sostenible, 2017). Tomando informacion de la propia agenda de
desarrollo sostenible, de manera mas especifica por medio del objetivo 2 hambre
cero se propone tener un mundo libre de hambre sin inseguridad alimentaria
destacando como factores de riesgo conflictos, enfermedades, desigualdad y
cambio climatico, marcando como una guia para lograr el hambre cero la necesidad
de buscar y apoyar los sistemas sostenibles de alimentos, y teniendo como algunas
de sus metas el duplicar la productividad agricola al incluir practicas sostenibles que
sean capaces de adaptarse al cambio climatico (Moran, 2024b). Por otro lado, el
objetivo 12 “produccidn y consumos responsables” marca como problematica la falta
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de recursos y como solucion el hacer uso responsable de ellos, teniendo entre esta
lista de recursos los alimentos; y dentro de sus metas se plantea reducir el
desperdicio de alimentos, el uso adecuado de productos quimicos, la inversion en
la tecnologia que permita una produccién sostenible y el buen uso de recursos

naturales (Moran, 2024a).

Ahora, como se menciono antes, dentro de México la agricultura es una actividad
de suma importancia, razon por la cual existen organizaciones como la Secretaria
de Agricultura, Ganaderia, Desarrollo Rural, Pesca y Alimentacion (SAGARPA), la
cual intenta prevenir los efectos del cambio climatico y de los desastres naturales
en el area agroalimentaria, contando por ello con diversos apoyos y programas
dedicados al impulso agricola, bajando asi hasta el nivel estatal. Dentro de
Aguascalientes existe la Secretaria de Desarrollo Rural y Agroempresarial
(SEDRAE) una secretaria que busca el desarrollo del sector agroalimentario

mediante la puesta en practica de medidas sostenibles y responsables.

Todo esto demuestra la importancia que tiene el tomar medidas dentro de esta area,
dando con esto sentido a los objetivos de esta tesis, es por esto que se llega al caso
de estudio que permite el desarrollo de la tesis planteada en este documento. Dentro
del estado de Aguascalientes existe Verduras Mexicanas la Boquilla, quienes en su
busqueda por disminuir el impacto climatico dentro de sus cultivos y el aumento de
su productividad permitiran la implementacion de este caso de estudio, donde se
pretenden implementar diversas técnicas y tecnologias para la evaluacion y
prediccion del desarrollo fenolégico de sus cultivos, por medio del analisis climatico

de la localidad.
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Capitulo 1. Definicion de proyecto.

Con el fin de establecer las caracteristicas de este proyecto se hace uso de este

capitulo, donde se expondran las caracteristicas que definen al proyecto.

1.1 Problematica.

La situacién climatica actual afecta directamente actividades primarias como lo es
la agricultura, poniendo con esto en riesgo a toda la sociedad en general pues es
una actividad que genera empleos, y abastece de alimento a la poblacién mundial.
Dentro de México esto se ve claramente en diversos Estados, entre ellos
Aguascalientes, donde las temperaturas extremas en conjunto con el estrés hidrico
contribuyen a la pérdida o disminucion de cultivos, teniendo como consecuencias
inmediatas fuera del campo la falta de abastecimiento de ciertos alimentos o el alto
precio de algunos otros.
Con esto se puede definir como la problematica a tratar la mejora de la produccion
agricola, por medio de la implementacion de técnicas de inteligencia artificial
creando un modelo que sea ajustable y replicable, cuya eficiencia se prueba por
medio de un caso de estudio especifico: el cultivo de jitomates dentro de Verduras

Mexicanas La Boquilla.

1.2 Objetivo.

Evaluar la capacidad predictiva de técnicas de inteligencia artificial que permitan
conocer los efectos del cambio climatico en el desarrollo de los cultivos comparando
distintas arquitecturas de redes neuronales con distintas variables fenoldgicas con
el fin de optimizar las toma de decisiones en la agricultura, disminuyendo los riesgos

de la actividad y aumentando el rendimiento de las cosechas

Para lograr dicho objetivo es necesario plantear de manera particular algunos mas,

como:
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Implementar modelos predictivos por medio de redes neuronales a la fenologia del
cultivo en base a variables climaticas y fenoldgicas para determinar la adaptabilidad

de la herramienta a una prediccion robusta.

Comparar entre diversos métodos de prediccion para evaluar los alcances de la red
neuronal respecto al desempeno de modelos clasicos (ARIMA) para mostrar la

eficiencia de las redes neuronales.

Dentro del caso de estudio se aplicara como el anadlisis de variables fenoldgicas
para comparar las toneladas de jitomates cosechadas, para poder incrementar las

mismas.

1.3 Hipotesis.

Las redes neuronales permitiran obtener predicciones mas precisas en la prediccion
de eventos fenoldgicos en comparacion a métodos de la estadistica clasica como

los modelos ARIMA, y su aplicaciéon permite eficientar los procesos agricolas.

1.4 Preguntas de investigacion.

Para intentar probar la hipotesis se plantean algunas preguntas que ayuden en la

investigacion.

Dentro de las distintas técnicas de prediccion ¢ las redes neuronales resultan utiles

como un método que eficientice tiempos o logre mejores resultados?

¢ La prediccion fenoldgica afecta positivamente la producciéon de cultivos?
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1.5 Contribucion.

Como principal contribucion se tiene la validacion de las redes neuronales como un
modelo preciso en la prediccion fenoldgica competitivo y superior a métodos
tradicionales teniendo asi modelos replicables y de rapido ajuste. Mediante su
aplicaciéon en el caso de estudio se busca abordar el impacto dentro de la
agricultura, logrando la aplicacion de las redes neuronales para lograr que la
agricultura y los agricultores sean capaces de adaptarse rapidamente a las

situaciones adversas.

1.6 Impacto.

Por medio de este proyecto se pretende lograr una mejoria en la produccion
agricola, teniendo con esto un impacto dentro de la alimentacion y la economia de
la sociedad. El caso de estudio permitira tratar la aplicacion de redes neuronales a
un nivel meramente local y con un cultivo de jitomates, sin embargo, debido a las
necesidades actuales de la sociedad y el medio ambiente, tomando como referencia
la Agenda de Desarrollo Sostenible 2030 de la ONU, o las distintas instituciones
mexicanas en conjunto con los programas que lanzan donde la prioridad es la
alimentacion y la toma de medidas en cuanto a consecuencias climaticas y
desastres naturales con un enfoque en la agricultura sostenible, el proyecto solo
servira como base a algo que se puede aplicar dentro de otras localidades con
climas similares al estado de Aguascalientes, con cultivos de jitomate, o bien tomar
como referencia este caso para extender el uso de estas tecnologias a diversos

cultivos en distintas regiones con sus respectivas caracteristicas climaticas.

Con todos estos puntos expuestos queda planteado el proyecto dentro de su caso

de estudio.

16



Capitulo 2. Antecedentes.

Como se ha mencionado en otras secciones de este documento la importancia de
la agricultura es muy grande para la sociedad, y los efectos adversos que
continuamente estan afectando las producciones han hecho que el interés por
predecir y tomar medidas preventivas o de apoyo a los cultivos sea demasiado
grande. La relevancia del tema ha generado investigaciones de la fenologia que se

incluyen a continuacién como antecedentes del tema.

La fenologia se ha usado durante afios como observacion y registro de los distintos
ciclos de vida de los seres vivos, dentro de la agricultura es un estudio de gran
importancia que permite no solo saber la etapa de vida de una planta, sino que
ayuda a que los agricultores tengan el conocimiento para la toma de decisiones
dentro del cultivo, un ejemplo bastante obvio de esto es definir en qué momento un
cultivo esta listo para ser cosechado, se puede tomar como referencia a Garcia
(2018) quién explica de manera mas técnica como la fenologia ‘permite que se
ubiquen areas y herramientas necesarias para la produccion de cultivos asi como
necesidades biologicas de las distintas plantas. Ahora dentro del proceso de
crecimiento de las plantas influyen diversos elementos como el clima, el agua,
fertilizantes utilizados, etc., todo esto hace que sea un tanto complejo de analizar,
afiadiendo el conocimiento de que pueden suceder casos extremos o fuera de lo
comun, como el incremento de las temperaturas, lo cual afecta directamente la
fenologia de un cultivo. Dentro de lo que sefala la Organizacion de las Naciones
Unidas para la Alimentacién y la Agricultura (FAO) se habla de la sensibilidad de la
fenologia a los cambios, haciendo con esto interesante e importante el poder
predecir ciertos eventos dentro del crecimiento de una planta para poder tomar
medidas en beneficio del cultivo (FAO, 2017).

Dentro de esta area han sido desarrollados diversos proyectos aplicados a una gran
variedad cultivos, como ejemplo de ello se tiene la aplicacion a cultivos de: papas,
un proyecto desarrollado por Flores-Magdaleno et al. (2014), dentro de México;
arroz, un estudio desarrollado en Asia por Guo et al. (2021); trigo, un proyecto
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trabajado en México por Moreno Gutiérrez et al. (2019); cafetales en México como
el de Parada Molina et al. (2020); vifiedos con ejemplos de aplicacion en Chile: un
proyecto aplicado por Jorquera-Fontena & Orrego-Verdugo (2010), y otro mas por
Ortega-Farias et al. (2002); y maizales como los desarrollados por Valdez-Torres et
al. (2012), Mejia Ramirez et al. (2019), y Garcia-Montesinos et al. (2020). Todos
estos proyectos incluyen el analisis fenologico de algun cultivo, y éstos en conjunto
con proyectos que trabajan de manera directa la prediccion fenolégica o
climatolégica sirven como referencia a los métodos utilizados, y a su vez como
referencia a lo que se pretende lograr en esta tesis mediante el caso de estudio de
los cultivos de jitomate dentro de Aguascalientes, México, por ello dentro de los

siguientes parrafos se incluye informacion de algunos de estos antecedentes.

En el ano 2002 fue publicado en Chile un articulo para el desarrollo de modelos
predictivos de fenologia aplicado a la vid para vino Cabernet Sauvignon y
Chardonnay por Samuel Ortega-Farias, Pedro Lozano, Yerko Moreno y Lorenzo
Ledn, donde se explica un estudio realizado para predecir la fenologia de la vid en
base al pH del suelo, asi como la propia fenologia de la vid (hojas, frutos, etc.), esto
con el fin de analizar la fenologia de cada etapa de la planta y poder definir por
medio de grados dias acumulados (que es una forma de medir el tiempo durante el
cual la temperatura a estado por encima o debajo de cierto parametro) las etapas
de la vid y poder usar dicha informaciéon en procesos como la cosecha o la
necesidad de ciertos mantenimientos sobre el cultivo, como la necesidad de aplicar
fertilizantes, trabajando con cinco variables distintas y la implementacion de una

ecuacion exponencial a partir de la acidez del suelo. (Ortega-Farias et al., 2002).

Mas tarde, en el ano 2010, se realizé un nuevo articulo donde se analiza como
afecta el cambio climatico en la fenologia de la vid, de igual manera un estudio
desarrollado en Chile, esta vez por Emilio Jorqueta-Fontena y Raul Orrego-Verdugo.
En este caso el trabajo se enfoca en conocer como el aumento de la temperatura
afecta el proceso fenoldgico de la vid, partiendo del aumento en la temperatura a
nivel mundial y como esta ha afectado la produccion de vid en otras partes del

mundo. El estudio se desarrollé mediante la medicion constante de temperaturas,
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del crecimiento de la vid y con ayuda del modelo de crecimiento fenologico de ésta.
En el articulo se muestra la relacién entre los grados dias con la fenologia de la
planta, mostrando que dentro de los espacios de estudio que el aumento en la
temperatura genera una aceleracion en el crecimiento de la vid con efectos distintos
de acuerdo al punto en que se presente dentro del desarroll6 de la planta, razén por
la cual hace énfasis en la necesidad de tomar medidas frente al calentamiento
global, en beneficio de la produccion vinicola, (Jorquera-Fontena & Orrego-
Verdugo, 2010).

En 2012 se presenta un modelo de prediccion fenolégica para el maiz, cuyo fin fue
predecir los eventos fenolégicos del maiz blanco para evitar la pérdida de los
cultivos dentro de México, enfocandose en este caso en identificar etapas donde el
cultivo se encuentre en peligro por plagas. Dicho modelo se realiz6 mediante la
regresion polinomial, verificando la fenologia de la plaga y la regresion polinomial
de tercer grado para la fenologia del maiz, logrando establecer de ambos el
momento en que la plaga podria estar presente dentro del maiz (Valdez-Torres
et al., 2012).

En el afio 2013 se publica SI. FE. SOJA, un modelo de simulacién de fenologia de
soja, por Hugo Felipe Peltzer y Nelson Gerardo Peltzer, siendo este un modelo para
representar el momento en que ocurren los distintos eventos fenoldgicos de la soja,
permitiendo con esto la toma de decisiones sobre el cultivo. (Peltzer & Peltzer,
2013).

De igual manera se publicé un articulo sobre la prediccién fenolégica de la papa a
partir del tiempo térmico de la misma. Este trabajo publicado en el 2014 trabaja la
fenologia de los cultivos de papas en Sinaloa México, mediante la implementacién
de tres métodos distintos (método de temperatura media, grados dia y dias papa)
con el fin de que mediante la prediccion de la fenologia de la papa se puedan evitar
pérdidas o altos costes en el cultivo de |la papa debido a la variabilidad climatica. En
el trabajo se llego a la conclusidn de que al hacer el analisis por medio de dias papa

se presenta una menor variabilidad en los resultados con un menor error en la
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prediccién hecha (los dias papa son el numero de dias en que la papa esta bajo las

condiciones necesarias para su crecimiento) (Flores-Magdaleno et al., 2014).

De manera mas reciente se presentd un evaluador de dafio fenoldgico en el trigo,
donde se presenta un sistema que evalua y presenta esta informacion logrando una
precision del 84% por medio de la prediccion por redes neuronales. (Moreno
Gutiérrez et al., 2019)

Por otro lado, un estudio en Veracruz, México, mostré los efectos de la variabilidad
climatica en la fenologia de los cafetales (analizandolo desde la precipitacion),
lograndolo por medio de analisis estadistico, con la herramienta InfoStat. (Parada
Molina et al., 2020)

Finalmente, se toma como ultima referencia la publicacion sobre la fenologia del
arroz y su prediccion por medio de machine learning, un trabajo desarrollado y
aplicado a campos de arroz en China, donde se mostré como la prediccion por
machine learning era mas efectiva en la prediccion a diferencia métodos de

regresion multiple. (Guo et al., 2021)

De esta manera se toman estos trabajos como antecedentes a lo que se plantea
lograr en este trabajo por medio del uso de las redes neuronales, se puede observar
la importancia y relevancia de la prediccion fenoldgica alrededor del mundo, el cémo
las afectaciones climaticas danan diversos cultivos en variadas zonas geograficas,

y como es posible analizar por diversos métodos la fenologia de los cultivos.
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Capitulo 3. Metodologia.

3.1 Conceptos introductorios.

Para poder adentrarse en la explicacion del proyecto es necesario aclarar algunos
conceptos que permitiran facilitar la comprension de los temas, de manera que sea
mas claro lo que se pretende lograr por medio de este proyecto y la manera de
lograrlo, para tener conceptos especificos se recomienda al lector ir a la seccion de

glosario.

Como se ha mencionado en otras secciones anteriores a este capitulo se puede
observar que el proyecto pretende una aplicacion de las redes neuronales dentro
de la agricultura, para la identificacion de fases fenoldgicas, llegando con esto a que
es la fenologia y porque es util dentro de la agricultura. Tomando como referencia
conceptos investigados en el diccionario de la Real Academia Espafola (RAE,
2011), cuando se habla de la fenologia se habla del estudio de todas las etapas de
vida de un ser vivo, en el caso de este proyecto se enfoca la fenologia a las plantas,
siendo esta rama conocida como fitofenologia, analizando incluso los elementos
que interfieren en estas como lo pueden ser los diversos elementos meteoroldgicos,
al hacer el estudio de las etapas de vida permite entonces conocer caracteristicas
de etapas especificas como lo puede ser la floracion de una planta, y junto con estas
caracteristicas propias del ser vivo, las caracteristicas necesarias para que el
organismo sea capaz de entrar o salir de esta etapa. Dentro de la agricultura la
fenologia es de suma importancia puesto que permite, al conocer el ciclo de vida de
los distintos cultivos, potencializar los recursos invertidos como fertilizantes o agua,
ademas de tomar medidas preventivas ante situaciones que pongan en riesgo el

cultivo y establecer tiempos exactos para actividades como el sembrar o cosechar.

Todos estos ciclos de vida se ven afectados por factores como el clima, que influye
directamente en los procesos de vida de las plantas, como un ejemplo muy burdo
se puede plantear uno dictado por la experiencia, una buganvilia puede estar o no
floreada y esto depende completamente de la humedad y la cantidad de sol que

reciba, siendo que cuando se ve expuesta a situaciones de estrés como la escasez
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de agua o una fuerte y constante exposicion solar es cuando la planta tiene mas
flores, intentando dar un respaldo a esto se pueden observar los cuidados
necesarios de esta planta como estar a sol directo y ser regada pocas veces
(Mandy, 2022), de esta manera el clima influye en los alimentos cultivados dentro
de los campos ya sean zanahorias, cebollas, o en este caso de estudio, los
jitomates. Entonces, es necesario para mantener un desarrollo correcto de los
cultivos analizar distintas variables climaticas como la humedad, la exposicion solar,
y la temperatura. Dentro del capitulo 2 se mencionan diversos proyectos donde se
hace el analisis por medio de dias “papa”, temperatura o grados dia, en el primer
caso el término se adapta a cualquier cultivo cambiando la palabra papa por el de
la planta a analizar, pero ambos términos se refieren al tiempo en que un cultivo se
encuentra entre temperaturas (maximas o minimas) que delimitan su zona de
desarrollo, dando con esto un tiempo acumulado, en base a los grados, para el

desarrollo o el alcance de las distintas etapas de desarrollo.

Por otro lado, un poco alejado de la agricultura, lograr la elaboracién del proyecto
requiere del uso de diversas técnicas y tecnologia para poder analizar estos
fendmenos y en base a ello predecir la etapa fenolégica en que se encuentre un
cultivo. Para esto se debe entender el uso de la palabra “predecir’ dentro del
proyecto, el término como tal es simplemente decir o anunciar con antelacion algo,
siendo con esto un término bastante vago y amplio a la vez, una forma de predecir
es mediante el analisis de datos pasados que permitan intuir lo que sucedera,
usando para estos analisis la estadistica y mas recientemente la inteligencia
artificial; esto se conoce como analisis predictivo y es bastante util y utilizado en

diversas areas para determinar eventos y tomar decisiones respecto a estos.

Los analisis predictivos parten completamente de las matematicas ya que permiten
modelar situaciones reales, con esto se llega a la estadistica, la cual es propiamente
una rama de las matematicas que permite recolectar e interpretar datos, teniendo
asi el modelado de los sistemas (Ayuda. INEGI, n.d.). Por otro lado, la inteligencia
artificial, conocida simplemente como IA, es una implementacion de la tecnologia

para simular procesos humanos como el razonamiento, para esto se hace uso de
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algoritmos y métodos que simulan el pensamiento o el accionar humano, y hay
diversas maneras de aplicarlo o crearlo, una de ellas son las redes neuronales
(Iberdrola Corporativa, n.d.). Cuando se habla del ser humano se sabe que los
procesos cerebrales se llevan a cabo por medio de la transmision de informacién
entre las distintas neuronas, este proceso se adapta dentro de la inteligencia
artificial dando pie a las redes neuronales que son una forma o método de la
inteligencia artificial que simula estos procesos neuronales reales en los seres
humanos. Basicamente se crea un sistema creado por neuronas que procesan y
transmiten informacion entre si, permitiendo que la inteligencia artificial sea capaz

de obtener y dar resultados, entre ellos los buscados en este proyecto, la prediccion.

En conjunto estas pequefas aclaraciones permitiran que la lectura de los siguientes

capitulos resulte mas sencilla.

3.2 Metodologias usadas en la prediccion.

En el capitulo 2 se hablé de diversos proyectos realizados para la prediccion de
etapas fenoldgicas de diversos cultivos, sirviendo como referencia a lo que se
pretende realizar en el proyecto, pero a lo largo de este nuevo capitulo se busca
explicar la manera en que en este proyecto se lograran los objetivos planteados, por
esto se iniciara hablando un poco de algunas metodologias usadas para la
prediccion y al cierre del capitulo se hablara de como seran aplicadas estas

metodologias y el propdsito de ser implementadas en la ejecucion del proyecto.

Como se podra imaginar la prediccion parece bastante importante en la sociedad,
por lo que los analisis predictivos son puestos en practica en areas como negocios
para predecir niveles de venta o comportamiento de clientes, o en las finanzas para
poder actuar en las bolsas de valores de manera certera, o bien, dentro de la salud
un ejemplo seria conocer el comportamiento de un virus o la propagacion de éste.
Debido a esto existen diversas técnicas utilizadas para la prediccién de datos, todas
utiles, con diversas tasas de éxito y funcionalidades mas o menos aptas a distintas

situaciones, entre estas se tienen: la regresion lineal, las series temporales, analisis
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bayesiano, machine learning o redes neuronales, siendo estas dos ultimas, métodos

de inteligencia artificial.

3.2.1 Regresion lineal.

Esta es una técnica matematica que permite modelar diversas variables como
ecuaciones lineales, basicamente busca trazar una linea recta entre los datos
pertenecientes al modelo. Esta técnica es muy util debido a que es relativamente
sencilla, las respuestas se obtienen al sacar las distancias de los puntos del modelo
a la recta marcada; permiten trabajar con mas de una variable de entrada, existiendo
por ello dos modelos, la regresioén lineal simple y la regresion lineal multiple; y es
una técnica aplicable dentro de sistemas de inteligencia artificial. La siguiente

férmula muestra la forma base de una regresion lineal simple:

y=PBotPr*xx+e

En la férmula de la regresion lineal simple se utilizan dos parametros S, (intercepto)
y B, (pendiente) para representar la recta pendiente de la regresion, considerando
una variable de error €. Para la regresion lineal multiple se sigue el mismo patrén en
la funcion, un vector de parametros B correspondientes a un vector de variables x,

definido por un espacio de p dimensiones (Gujarati, 2009), cuya férmula es:

Y = BotPr*x1HPy x5+ Py ¥ xp + €

3.2.2 Series temporales.

Permiten clasificar o acomodar datos en relacion al tiempo, es decir que acomodan
cronologicamente los datos observados lo cual hace de vital importancia este factor.
Esta es nuevamente una técnica que puede ser utilizada en modelos clasicos y en
sistemas de aprendizaje profundo y redes neuronales, puesto que se usan las series
temporales para poder entrenar el sistema, el cual podra establecer patrones a partir
de estas series y brindar resultados sobre el futuro. (SPSS Statistics Subscription -

Classic, n.d.).
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Dentro de esos patrones se encuentran los siguientes (Box et al., 2015):
e Latendencia. Revisa los patrones que se generan a largo plazo.
e Ciclo. Patrones que se repiten sin un tiempo fijo.

e Estacionalidad. Los ciclos que se crean con periodo fijo, como ejemplo de esto se
pueden ver las estaciones del ano: altas temperaturas en verano, descensos de

temperatura que inician en otofio, etc.

e Ruido. Los residuales, es decir, todo aquello que no entra en las clasificaciones

anteriores teniendo por ejemplo eventos anémalos o especiales.

Figura 1 Elementos de serie temporal.
La Figura 1 muestra cédmo se pueden ver estos patrones dentro de una serie de tiempo, la
serie que se compone por todos los patrones descritos, como el grafico superior, la
tendencia en el caso del grafico se representa como una linea ascendente que refleja el
incremento de temperatura gradual cada afno, la estacionalidad graficada como una funcién
seno refleja el cambio de temperaturas a lo largo del afio, los ciclos dado que carecen de
periodicidad no se contemplan en este grafico, finalmente, el ruido son esas variaciones
que para efectos del grafico se muestran como aleatorios. Todos forman parte de las series

temporales que permiten entonces analizar datos por medio de dichos patrones.
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3.2.3 Andlisis Bayesiano.

Dentro de la estadistica el analisis bayesiano permite analizar y contrastar varias
hipétesis para poder lograr una inferencia respecto a ellas, su funcionamiento base
se presenta con la siguiente formula:

P(H,)
P(H,)

Férmula donde se hace una comparativa entre las probabilidades de que sucedan
la hipétesis 1 P(H,), y la hipétesis 2 P(H,), y este analisis permite incluso predecir
al inferir mediante distintos elementos la probabilidad de que alguna de las hipotesis
resulte correcta (Macias et al., 2018), ademas funciona de manera iterativa por lo
que permite anadir y modificar informacion para actualizar y ajustar las

probabilidades de cada hipétesis para un mejor analisis y mejores resultados.

El proceso general de esta metodologia se trabaja como un ciclo, dada la naturaleza
iterativa del modelo, incluye una probabilidad inicial, P(H), que sirve como primer
analisis para la decision sobre las hipotesis, posteriormente para verificar la
hipbtesis se requiere comparar los datos contra la misma, P(D|H), para esto se usa
como estimador la verosimilitud finalizando con una probabilidad a posteriori,
P(H|D), resultado del analisis hecho y por tanto la actualizacion hecha por los datos

con que se alimento.

Este analisis puede ser incluso utilizado al momento de utilizar otros métodos,
puesto que se puede utilizar como analisis para optimizar los resultados al realizar

ajustes y modificaciones en los parametros propios de cada uno.

3.2.4 Machine learning.

Parte de la inteligencia artificial, machine learning es una disciplina que permite que
las maquinas sean entrenadas y capaces de aprender por si mismos bajo uno de
los siguientes tres conceptos: aprendizaje supervisado, donde la inteligencia

artificial es entrenada de manera previa; el aprendizaje no supervisado, en el cual
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no se cuenta con una etapa de entrenamiento o aprendizaje previo al uso de la
inteligencia, siendo alimentada al momento estar siendo utilizada o ejecutada; y el
aprendizaje por refuerzo donde se utiliza la experiencia como base del aprendizaje.
Todo esto tiene una gran cantidad de usos al dia de hoy y uno de ellos es la
prediccion, puesto que permite la identificacion de patrones entre los datos hace

posible que se logre obtener predicciones (Mitchell, 1997).

Figura 2 Modelo por Machine Learning.
Como una muestra de como funciona el machine learning, se tiene la Figura 2, en
ella se muestra un analisis realizado por este método. Los puntos azules
representan los datos utilizados para ajustar el modelo y,con color rojo, las
predicciones hechas por el modelo. En este ejemplo, el método analiza los datos y
realiza un modelo que permite hacer una aproximacion a la distribucion de los datos
reales, es decir, trabaja los residuos buscando minimizar los errores para obtener
una aproximacion para cada punto en este caso en especifico los errores, el cual

se calcula a través del Error Cuadratico Medio (MSE, por sus siglas en inglés):
n
1 —
MSE = =%~ )’
i=1

Esto es aplicable al querer hacer predicciones dado que la metodologia permite
crear un modelo en base al cual predecir a partir de datos historicos.
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3.2.5 Arboles de decisiones.

Dentro de las diversas técnicas propias del aprendizaje de maquina, machine
learning, existen los arboles de decisiones. Un arbol de decision es una técnica en
la que se separan datos historicos bajo distintos grupos, donde en cada grupo se
encuentran datos similares entre si. Con esto se sabe que los arboles de decision
ayudan a clasificar los datos y realizar una regresién ayudando con esto a que se
pueda realizar la prediccién de distintos eventos. (;Qué Es Un Arbol De Decisién?
| IBM, n.d.)

Los arboles de decision son usados como una herramienta en la toma de
decisiones, dentro de las caracteristicas de estos se encuentran elementos para la
generacion del diagrama (arbol de decision) como los nodos tanto de decision, que
representan los puntos de inicio de la problematica con los datos iniciales, de
eventos que se identifican como todos aquellos nodos que indican condiciones o
probabilidades de que suceda cierta situacion, y finales, conocidos también como
hojas donde se refleja el resultado de cierta linea de decision; ademas de las lineas,
0 ramas, que muestran el camino y consecuencias entre cada nodo, esto es analogo
a lo que se realiza por medio de los arboles de decision creados por machine
learning, con nodos raiz, nodos de decision, hojas y ramas, donde los resultados se
analizan. Dado que se analizan resultados por medio de la regresion, minimizando
el MSE, cuya férmula se describe anteriormente en el apartado de machine learning,

satisfaciendo asi la necesidad de buscar el resultado éptimo (Breiman et al., 1984).

Parte de la importancia de este método yace en su interpretabilidad y el uso de una
I6gica sencilla que permiten que sea practico y rapido al momento de comparar

multiples opciones y resultados.

3.2.6 Redes neuronales.

Las redes neuronales se detallan ahora profundizando en las caracteristicas que
brindan su funcionamiento y adaptabilidad de las redes neuronales como

herramienta de la inteligencia artificial. Una red neuronal aprende, memoriza, o
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categoriza, lograndolo por medio de los siguientes elementos: la arquitectura de una
red neuronal, el disefio o estructura en que estan interconectadas las diferentes
neuronas (o0 componentes légicos) que forman parte de la red, con esto se definen
entradas y salidas de datos asi como la direccidén en que se transmite la informacién
con que sea alimentada la red neuronal; el aprendizaje donde se alimenta la red
neuronal con distintos datos relevantes al uso de la red neuronal buscando que sea
entrenada hasta lograr una variable de error aceptable en los resultados obtenidos;
y la capacidad de clasificar la cual hara que la red neuronal tenga suficiente
informacioén y conexiones éptimas para crear a partir de los datos guardados una
clasificacion de patrones, logrando con esto que la red neuronal sea capaz de
obtener o inferir su propia informacién sin necesidad de que sea explicita la
informacion al momento de ser entrenado, esta capacidad es la que permite

entonces que la prediccion sea llevada a cabo.

Ahora, para la creacién de una red neuronal se deben considerar las siguientes
etapas: busqueda y manejo de datos (ingreso de datos para la prediccion), creaciéon
de la red neuronal, entrenamiento y prueba de la red (validando y analizando los
resultados obtenidos). (Escobar R. et al., 2010)

Es importante analizar entonces, una vez conociendo las caracteristicas vy
consideraciones de una red neuronal, las variantes que se pueden crear de acuerdo
a las modificaciones aplicadas dentro de la red, modificaciones hechas en base a
las necesidades del problema a resolver, para esto se tiene que la red neuronal
cuenta con una capa de entrada, una capa de salida y entre estas dos, una o mas
capas ocultas en las que se procesa la informacion, pudiendo jugar entonces con el
numero de nodos (que son las unidades que procesaran la informacion) en cada
capa, y el numero de capas ocultas, de manera que la informacién comenzara a ser
procesada en la capa de entrada, pasando por las distintas capas ocultas antes de
arrojar la informacion inferida en la capa de salida. Ahora, entendiendo que la red
neuronal funciona a partir del procesamiento légico de la informacion se comprende
que seran necesarias funciones que permitan este procesamiento, teniendo

funciones de activacion y funciones de entrenamiento, las cuales, nuevamente, son
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modificables de acuerdo a la informacion que se trata y el objetivo de la red
neuronal, abriendo asi la puerta a que haya una gran variedad de aplicaciones para
las redes neuronales cuya complejidad es adaptable, caracteristicas que seran

aprovechadas para lograr el objetivo de este trabajo.

Como se menciona existen una gran variedad de funciones utilizadas en las redes
neuronales, pero de manera genérica se explican a continuacion las mas comunes

o basicas para funciones de activacion.

Funcioén Lineal. Es una funcion con valor de salida de x, donde:
flx) =x

En la Figura 3, mostrada a continuacion, se puede observar de manera grafica el
comportamiento de dicha funcion, donde se ve claramente la recta que define la

funcién.

Figura 3 Grafica de funcion lineal.

Funcion sigmoide. Con una curvatura en forma de S y valores de salida de 0 a 1,
interpretables como probabilidades, cuya pendiente se modifica en base a la
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entrada, teniendo que valores negativos tienden a 0 y positivos muy grandes tienden

ait:

f(x)=m

De manera grafica este comportamiento puede observarse dentro de la Figura 4,
grafica de funcién sigmoide, donde el valor de y minimo es 0 y el maximo 1, tal y

como se menciona en el parrafo anterior.

Figura 4 Grafica de funcion sigmoide.

Funcién tangente hiperbdlica. Con valores de salida de -1 a 1, y una pendiente

modificable de acuerdo a los valores de entrada (Matich, 2001):

Cuya representacion puede encontrarse definida por lo mostrado en la Figura 5.
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Figura 5 Gréfica de funcion hiperbdlica.

Existen otras funciones utilizadas con menor frecuencia, definidas a continuacion:

Funciéon RelLu. Funcion de unidad lineal rectificada, con salida de 0 a x, o sea, una
funcién lineal con gradiente de 1, da una respuesta lineal para cualquier valor

positivo, y todo aquel inferior a 0 arroja como resultado O:
f(x) = max (0, x)

En la Figura 6 se muestra de manera grafica la funcion ReLu, donde se ve una recta
de valor en y 0 para todas las x iguales o menores a 0, y una respuesta lineal para

cualquier valor de x superior a 0.

Figura 6 Grafica de funcion RelLu.
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Funcién Softmax. Funcién exponencial normalizada, trabaja con vectores
tratandolos como probabilidades, por ello es normalmente utilizada en problemas

de clasificacion:

Xi

) =

j=1€"

La respuesta de esta funcion se observa dentro de manera grafica dentro de la

Figura 7, mostrada a continuacion, dentro de un rango de x de -10 a 10.

Figura 7 Grafica de funcion softmax.

Funcién base radial. Es una funcion de tipo Gaussiana la cual determina el valor de

salida en base a la distancia respecto al origen:

(x—c)?

f(x) =¢e 202
(Introduccion A las Funciones de Activacion En las Redes Neuronales, 2024)

Esta ultima ecuacion se encuentra graficamente representada por la Figura 8, en la

cual es posible observar la distribucién Gaussiana de la funcién.
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Figura 8 Gréfica de funcidn base radial.

Los distintos usos dados a cada uno de los métodos explicados han permitido
obtener en otras areas resultados mas o menos eficaces, dando la idea de que las
redes neuronales son una excelente opcion debido a la rapidez de la obtencion de
resultados, asi como la certeza de estos. Debido a su arquitectura existen también
distintos tipos de redes descritas a continuacion que se trabajaran como

metodologias en la evaluacion fenoldgica:

Red neuronal feedforward.

Como una de sus principales caracteristicas se encuentra la falta de
retroalimentacion en donde, los datos que alimentan a la primera capa son
analizados y pasados a la siguiente de manera consecutiva hasta llegar a la capa
de salida (Haykin, 2009).
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Red neuronal recurrente.

Las redes neuronales recurrentes RNN por sus siglas en inglés (Recurrent Neural
Networks), son redes neuronales que trabajan especialmente con series temporales
que funcionan por medio de ciclos recurrentes (Goodfellow et al., 2016), contrarias
a las redes feedforward las redes recurrentes tienen conexiones de

retroalimentacion.

Red neuronal funcidn base radial.

Las redes neuronales de funcién base radial, RBFN por sus siglas en inglés (Radial
Basis Function Network) son una variacion de las redes feedforward, donde se

utiliza una funcién gaussiana para hacer los célculos (Buhmann, 2003).

Red neuronal convolucional.

La red neuronal convolucional o CNN (Convolutional Neural Network), son utilizadas
en el procesamiento de imagenes dada su arquitectura, capaz de interpretar
patrones, con distintas dimensiones y capas que analizan y agrupan informacion
(Goodfellow et al., 2016).

Mapa autoorganizado.

SOM, siglas para Self Organizing Map, o bien, en espanol mapa autoorganizado.
Se introduce como una opcién a comparar entre las redes dad la gran diferencia
respecto a las mencionadas anteriormente, ya que, trabaja bajo el concepto de
aprendizaje no supervisado, dentro de su funcionamiento agrupa datos lo cual es
de ayuda para identificar patrones en las variables y en base a ello predecir
(Kohonen, 2001).
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Para poder lograr los objetivos del proyecto se trabajara con las redes neuronales
para la prediccion de las etapas fenologicas del jitomate en relacién a la situacion
climatica de la region del caso de estudio (Aguascalientes), usando una recopilacién
de datos historicos de humedad y temperatura, informacion recopilada dentro de los
invernaderos, mediante la implementacion de dos métodos distintos que permitiran
evaluar todas las variables y su efecto sobre el jitomate, lo cual, finalmente, permitira
probar la hipotesis al trabajar ambos métodos para comparar sus resultados y asi

verificar la eficiencia de las redes neuronales en la prediccion fenolégica de cultivos.

Uno de los métodos a utilizar sera el método ARIMA que permitira hacer la
prediccion mediante los analisis en base a series temporales, siendo este utilizado
como un método clasico, y que dentro de la prediccidon ha mostrado su gran utilidad.
El segundo método a utilizar, como se ha mencionado anteriormente son las redes
neuronales, las cuales seran usadas como el método de inteligencia artificial y

puesto a prueba contra el modelo ARIMA.
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Capitulo 4. Exploracién de datos y ajuste de modelo.

Con lo definido en el capitulo 3 sobre redes neuronales es posible tener una idea
basica de lo necesario para la construccion de redes neuronales, logrando
programarlas con diversos recursos y distintos lenguajes de programacion, lo cual
permite diversificar la estructura de la red neuronal. En este trabajo, se tiene como
propdsito evaluar e identificar la mejor opcién para tratar la prediccion fenolégica en
base a los cambios climaticos, por lo cual dentro de las redes neuronales es
importante realizar un analisis de distintas estructuras para identificar la mas o las
mas aptas para el propdsito dicho, sabiendo que estas se compararan a su vez con

la otra metodologia seleccionada (modelos ARIMA).

La exploracion de redes neuronales se logra al buscar y evaluar diversos modelos
que permitan, por medio de sus caracteristicas, mostrar el analisis logrado desde
diferentes angulos de una misma prediccion, con el fin de que los modelos creados
sean fieles y utiles representaciones de la complejidad de variables que intervienen

en la fenologia. Entre las redes seleccionadas se encuentran:
e Red feedforward (FFN, por sus siglas en inglés).
e Red neuronal recurrente (RNN, por sus siglas en inglés).
¢ Red de funcién base radial (RBFN, por sus siglas en inglés).
e Red convolucional (CNN, por sus siglas en inglés).
e Mapa autoorganizado (SOM, por sus siglas en inglés).
Y como otra opcidn de inteligencia artificial:
e Maquina de soporte vectorial (SVM, por sus siglas en inglés).

Gracias a su variedad, y a la vez, a su alta modificabilidad se ajustan a su vez
distintos parametros en la arquitectura de cada una de ellas, que optimicen la
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configuracion del modelo realizado para obtener una aproximacion adecuada que

resulte de utilidad para una prediccidn de calidad.

Previo a realizar la evaluacion de las distintas redes neuronales se desglosa un
poco sobre los primeros datos que se analizaran y pondran a prueba las
predicciones de las distintas redes en este capitulo, tomando como evaluadores el
MSE y el tiempo de ejecucion de cada red. Dentro de las variables fenoldgicas con
mayor variabilidad se encuentran las variables climaticas, por ello se toman datos
historicos de clima del estado de Aguascalientes, teniendo 3 casos de estudio:
Estacion Meteoroldgica Automatica de Aguascalientes (SMN-ESMA) la cual cuenta
con informacién de 90 dias entre septiembre y noviembre (recabada cada 5
minutos) de temperatura, precipitacion, humedad, presion atmosférica, radiacion
solar, direccién del viento, rapidez del viento y direccion de rafaga; Estacion
Meteorolégica Aguascalientes Sur con informacion diaria de los meses de abril y
mayo de 2024, sobre temperatura maxima, temperatura minima, humedad
promedio y presion atmosférica promedio; Estacién Meteorolégica La Boquilla
(860030), con informacion de agosto 2024 de temperatura, direccion del viento,
velocidad del viento y radiaciéon. Siendo estos tres casos de estudio un primer
analisis antes del caso especifico para esta tesis, donde se consideraran ademas

de variables climaticas las variables de la fenologia del cultivo.

4.1 Modelado de variables climéaticas.

4.1.1 Caso de estudio 1: Estacién Meteorolégica Automatica de
Aguascalientes (SMN-ESMA).

Datos: Temperatura, precipitacion humedad, presién atmosférica, radiacion solar,

direccion del viento, rapidez del viento y direccion de rafaga.

Variable a predecir: Temperatura.
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Variables explicativas: Precipitacion humedad, presion atmosférica, radiacion solar,

direccion del viento, rapidez del viento y direccion de rafaga.

4.1.2 Caso de estudio 2: Estacién Meteoroldgica Aguascalientes Sur.

Datos: Temperatura maxima, temperatura minima, humedad promedio y presion

atmosférica promedio
Variable a predecir: Temperatura maxima.

Variables explicativas: Temperatura minima, humedad promedio y presion

atmosférica promedio.

4.1.3 Caso de estudio 3: Estacion Meteoroldgica La Boquilla (860030).
Datos: Temperatura, direccién del viento, velocidad del viento y radiacién.
Variable a predecir: Radiacion.

Variables explicativas: Temperatura, direccion del viento, velocidad del viento y

radiacion.

4.2 Ajuste de modelo.

4.2.1 Red neuronal: Feedforward.

Comenzando por la red neuronal mas genérica se utiliza una red feedforward,
usualmente una red neuronal utilizada como referencia dadas sus caracteristicas y
razén por la cual es de utilidad en este caso para un primer acercamiento con la
prediccion por medio de redes neuronales y una arquitectura base contra la cual
comparar el resto de redes mas especificas. La arquitectura mostrada en la
siguiente Figura (Figura obtenida directamente de Matlab, con la red utilizada)

representa la red utilizada para las predicciones en esta tesis.
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Figura 9 Estructura de red neuronal 1.

Dentro de la Figura 9 se observa que la red neuronal tiene 5 capas ocultas cada
una de ellas con 10 nodos, la entrada y una capa de salida. Con esta primera red
se evaluan las funciones que modelen mejor al sistema, teniendo 6 analisis distintos:
a, b, c, d, e y f, cuya diferencia radica precisamente en la funcion de activacion
utilizada en sus capas ocultas teniendo que a: funcion lineal, b: funciéon sigmoide, c:
funcién hiperbdlica, d: funcidon ReLu, e: funcion softmax y f: funcidén base radial,
todas con el algoritmo Levenberg-Marquardt como funcion de entrenamiento y una

funcion lineal en la capa de salida.

De esta manera se utilizan las 6 redes neuronales programadas y previamente
explicadas para predecir una variable dentro de los casos de estudio, considerando
dentro de las redes neuronales el 85% de los datos para entrenamiento y el 15%
para prueba, ademas de que para las 6 redes neuronales se usaron los mismos

datos de prueba y de entrenamiento en cada caso, obteniendo que:

Resultados para caso de estudio 1: Estacion Meteoroldgica Automatica de
Aguascalientes (SMN-ESMA).

La siguiente imagen (Figura 10) muestra las predicciones de temperatura hechas
por cada red neuronal, de izquierda a derecha y de arriba abajo por red neuronal a
(funcion lineal), b (funcién sigmoide), ¢ (funcién hiperbdlica), d (funcién RelLu), e

(funcion softmax) y f (funcion base radial).
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Figura 10 Resultados de prediccion caso de estudio SMN-ESMA.

Dichos resultados son evaluados observando numéricamente, dentro de la Tabla 1,

el error minimo cuadrado (MSE) y el tiempo de ejecucion de cada configuracion de

la red feedforward para este primer caso de estudio.

Funcién Lineal | Sigmoide | Tangente RelLu Softmax Base

de la red hiperbdlica radial
MSE 8.05 8.62 8.68 8.75 8.27 10.05

Tiempo 2.99s 15.86s 13.37s 14.30s 39.45s 11.62s

Tabla 1 MSE y tiempo del caso de estudio SMN-ESMA.
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Resultados obtenidos para caso de estudio 2: Estacion Meteoroldgica

Aguascalientes Sur.

Dentro de la Figura 11 es posible observar de manera grafica las predicciones
hechas por las 6 redes neuronales (a-f), donde de izquierda a derecha en la primera
fila se tienen los resultados se las redes a, b y ¢, y en la segunda fila de las redes

d,eyf.

Figura 11 Resultados de prediccion caso de estudio Estacion Meteoroldgica Sur.

Para hacer mas facil la interpretacion de la grafica se incluye en la Tabla 2 las
evaluaciones realizadas a cada modelo, comparando los errores (MSE) y tiempos
de ejecucion de las disintas configuraciones de la red, de esa manera se condensan
los datos para su analisis, mostrando que el menor error lo obtiene la red e
(programada con Softmax), y los tiempos, aunque todos menores a 4 segundos, el

mejor valor se obtuvo por la red programada con la funcion lineal.
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Funcion Lineal | Sigmoide | Tangente RelLu Softmax Base
de la red hiperbdlica radial

MSE 2.88 3.20 18.23 4.83 2.37 10.81
Tiempo 2.15s 3.72s 3.82s 3.90s 3.86s 3.92s

Tabla 2 Resultados de prediccion caso de estudio Estacion Meteorolégica Sur.

Resultados obtenidos caso de estudio 3: Estacion Meteorolégica La Boquilla
(860030).

Las predicciones hechas por cada una las redes neuronales se pueden encontrar
de manera grafica en la Figura 12, donde cada grafica muestra la prediccion hecha

por una de las redes, utilizando los mismos datos del caso de estudio en cada red.

Figura 12 Resultados de prediccion caso de estudio Estacion La Boquilla.

Dentro de la ya menciona imagen los resultados se encuentran de izquierda a

derecha y de arriba debajo paralareda, b,c,d,eyf.

Para hacer un mejor analisis se hace uso de la Tabla 3 donde se encuentran el error
minimo cuadrado y el tiempo de ejecucion de cada una de las redes, haciendo a su

vez la comparacion con entre los resultados de cada una, a partir de lo cual se
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puede hacer una mejor evaluacion, en este caso la alta variabilidad de la radiaciéon
y los pocos datos muestran que las redes no estan siendo capaces de modelar
acertadamente el modelo, todos los errores son superiores a 1000, por lo que el

tiempo a pesar de ser bajo no demuestra que alguna red sea mas eficiente que las

otras.
Funcion Lineal | Sigmoide | Tangente RelLu Softmax Base
de la red hiperbdlica radial
MSE 1.38x10% | 1.88 x10% | 1.70 x10°® | 1.41 x10° | 1.27 x103 | 2.80 x10°®
Tiempo 2.16s 2.39s 3.81s 3.86s 4.02s 3.95s

Tabla 3 Resultados de prediccion cado de estudio Estacion La Boquilla.

4.2.2 Red neuronal recurrente (RNN).

En el capitulo 3 se define a la red neuronal recurrente, tomando como justificacion
la caracteristica de retroalimentacidén es que incluyen en la comparacién, muchas
de las variables fenoldgicas son analizables por medio de series temporales, por
ejemplo, el clima es un ejemplo de tendencia y estacionalidad, caracteristicas
inherentes de las series temporales (Box, et al., 2015), tomando esto como base se

considera adecuado trabajarlas como opcion en la prediccion para cultivos.

Se construye de acuerdo a la arquitectura mostrada en la Figura 13, constituida por
cinco capas ocultas, donde las tres primeras capas tienen diez nodos y las dos

ultimas 5 nodos por capa, ademas de la entrada y la capa de salida.

Figura 13 Arquitectura de red neuronal recurrente.
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Resultados obtenidos para el caso de estudio 1: la Estacion Automatica de

Aguascalientes:

Al igual que la red feedforward se evalua esta nueva red para obtener predicciones
de temperatura para este caso de estudio, tomando las mismas variables
explicativas y el mismo conjunto de prueba y entrenamiento, observando la imagen

14 se pueden ver los resultados comparando la variable real de la predicha

Figura 14 Prediccion de temperatura por RNN para Estacion Automatica de Aguascalientes.

Calculo de error: Con un error minimo cuadratico (MSE) de 61.83.

Tiempo de ejecucion: 18.10s.

Resultados obtenidos para el caso de estudio 2: Estacién Sur de Aguascalientes:

Evaluando la red RNN para las predicciones de temperatura maxima para este caso
de estudio, tomando las mismas variables explicativas y el mismo conjunto de
prueba y entrenamiento que en el analisis de la feedforward, donde la imagen 15
permite observar la variable real de color azul contra las predicciones hechas por la

red en color rojo.
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Figura 15 Prediccién de temperatura maxima por RNN para Estacion Sur Aguascalientes.

Célculo de error: Con un error minimo cuadratico (MSE) de 1.43.

Tiempo de ejecucion: 3.67s.

Resultados obtenidos para el caso de estudio 3: Estacion La Boquilla:

En este caso de estudio se predice radiacion solar tomando las mismas variables
explicativas y el mismo conjunto de prueba y entrenamiento que en el analisis de la
red feedforward, mostrando a continuacién dentro de la imagen 16 las predicciones

hechas por medio de la red recurrente.
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Figura 16 Prediccion de radiacion solar por RNN para Estacion La Boquilla.
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Calculo de error: Con un error minimo cuadratico (MSE) de 1.25x103.

Tiempo de ejecucion: 4.61s.

4.2.3 Redes de funcion base radial (RBFN).

Tomando una de las variaciones de las redes feedforward se selecciona trabajar
con las redes de funcién base radial, con el fin de probar la eficiencia de un tipo
distintos de funcién de analisis respecto al resto de redes. De manera general su
arquitectura se encuentra representada por la Figura 17, cuenta con una capa de

entrada, una capa oculta y una capa de salida.

Figura 17 Arquitectura de red neuronal de funcion base radial.

La complejidad de esta red se puede modificar al cambiar el funcionamiento interno
de la red, lo que permite ajustarla a distintas necesidades, para hacer la evaluacion
y verificar cual es mas apta para la prediccion fenoldgica se opta por utilizar dos:
regresion generalizada, que realiza estimaciones no lineales y converge
rapidamente; y proceso incremental, que va anadiendo nodos hasta llegar a una
precision deseada, con el fin de revisar cual de las dos es mas util de acuerdo a la
caracteristica de los datos con que se alimente, parte de que sea seleccionada es
también el hecho de que son redes generalmente muy rapidas, lo cual es relevante

al incluir dentro de las comparaciones el tiempo de ejecucion.
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Resultados obtenidos para el caso de estudio 1: Estacion Automatica de

Aguascalientes:

Para esta red neuronal se mostraran los resultados de las configuraciones a la par,
siendo asi que la RBFN que en la Figura 18 se muestran las predicciones hechas
para el primer caso de estudio, temperatura en la estacion automatica de
Aguascalientes, donde del lado izquierdo se tienen los resultados obtenidos por la

red de regresion generalizada, y del derecho por la red de proceso incremental.

Figura 18 Prediccion de temperatura por RBFN para Estacion Automatica de Aguascalientes.

Calculo de error: Se calcula un error minimo cuadratico (MSE) de 7.05 para

regresion generalizada y 7.92 para la red de proceso incremental.

Tiempo de ejecucion: Con un tiempo de 1.07s para RBFN de regresion generalizada

y 66.87s para proceso incremental.

Resultados obtenidos para el caso de estudio 2: Estacién Sur de Aguascalientes:

Ejecutando ahora los programas para la prediccion de temperatura maxima en el
segundo caso de estudio (estacion sur de Aguascalientes) se obtienen los
resultados para la red de funcién base radial, donde la Figura 19 permite apreciar la

variable real contra la variable predicha siendo del lado izquierdo la evaluacion para
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la red de regresién generalizada y del derecho la evaluacion para el proceso

incremental.

Figura 19 Prediccion de temperatura maxima por RBFN para Estacion Sur Aguascalientes.

Calculo de error: Con un error minimo cuadratico (MSE) de 3.54 para la red con

regresion generalizada y 2.31 para la red con proceso incremental.

Tiempo de ejecucion: La red programada con regresion generalizada tomo6 un
tiempo de 0.81s, mientras que la programada con proceso incremental tuvo un

tiempo de 1.06s.

Resultados obtenidos para el caso de estudio 3: Estacién La Boquilla:

Prediciendo radiacion solar para los datos recopilados de la estacién de La Boquilla
se muestra la imagen 20 con los resultados obtenidos al trabajar con la red neuronal
de funcion base radial, donde del lado izquierdo se muestra la grafica de la variable
real contra la predicha al usar la regresién generalizada, y del lado derecho la grafica

de la variable real contra la predicha al usar el proceso incremental.

49



Figura 20 Prediccién de radiacién solar por RBFN para Estacion La Boquilla.

Calculo de error: Con un error minimo cuadratico (MSE) de 1.46x10° para regresion

generalizada y 1.29x103 para proceso incremental.

Tiempo de ejecucién: 0.80s en la red que utiliza regresion generalizada y 1.09s en

la RBFN programada con un proceso incremental.

4.2.4 Red convolucional (CNN).

Se utiliza una red neuronal convolucional o0 CNN (Convolutional Neural Network),
aunque son usadas principalmente para el procesamiento de imagenes en este
caso se programa para analizar el problema de la fenologia, justificando su uso en
la capacidad que tienen de identificar patrones, en este caso esto podria ser de
utilidad en la identificacion de caracteristicas de las variables fenoldgicas, funcion
gue se evaluara contra el resto de redes. La arquitectura se ajusta para trabajar con
1 dimensidn, 2 capas de reduccién, 2 convolucionales y 2 completamente
conectadas, que en conjunto permiten analizar y agrupar la informacién para poder

hacer una prediccion (Goodfellow et al., 2016).
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Resultados obtenidos para el caso de estudio 1: Estacion Automatica de

Aguascalientes:

Al igual que para el resto de redes se tomando las mismas variables explicativas y
el mismo conjunto de prueba y entrenamiento, pudiendo ejecutar el programa y
obtener la prediccidon de temperatura para el caso de estudio, observando la imagen
21 se pueden ver los resultados comparando la temperatura real con la temperatura

predicha.

Figura 21 Prediccion de temperatura por CNN para Estacion Automatica de Aguascalientes.

Calculo de error: Con un error minimo cuadratico (MSE) de 8.23.

Tiempo de ejecucion: 26.15s.

Resultados obtenidos para el caso de estudio 2: Estacién Sur de Aguascalientes:

Evaluando la red CNN para las predicciones de temperatura maxima para este caso
de estudio, se obtienen los resultados mostrados en la Figura 22, donde la
temperatura maxima real se muestra de color azul, mientras que la temperatura

maxima predicha se muestra de color rojo.
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Real vs Prediccion
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Figura 22 Prediccién de temperatura maxima por CNN para Estacién Sur Aguascalientes.

Célculo de error: Con un error minimo cuadratico (MSE) de 2.35.

Tiempo de ejecucion: 21.96s.

Resultados obtenidos para el caso de estudio 3: Estacion La Boquilla:

Prediciendo la radiacién solar, tomando las mismas variables explicativas y el
mismo conjunto de prueba y entrenamiento que en el resto de analisis, se observa

dentro de la imagen 23 los resultados logrados por medio de la red convolucional.
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Figura 23 Prediccion de radiacion solar por CNN para Estacion La Boquilla.

Calculo de error: Con un error minimo cuadratico (MSE) de 1.63x103.
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Tiempo de ejecucion: 9.16s.

4.2.5 Mapas Autoorganizado (SOM).

Se utiliza también un mapa autoorganizado debido a la forma en que analiza la
informacidn, diferente al resto de redes trabajadas anteriormente en este
documento, al trabajar por medio del aprendizaje no supervisado utilizando su
capacidad de identificar patrones en las variables fenolégicas y prediciendo en base

a ellas.

Construido para estos analisis como una malla de 5x5, esta arquitectura se puede

observar en la Figura 24.

Figura 24 Arquitectura de SOM.

Resultados obtenidos para caso de estudio 1: Estacion Automatica de

Aguascalientes:

Utilizando los mismos conjuntos de prueba y entrenamiento que en las redes
anteriores se predice la temperatura para este caso de estudio, los resultados
obtenidos al evaluar por medio del mapa autoorganizado se pueden observar dentro
de la imagen 25 donde se comparan la temperatura real contra la temperatura

predicha.

53



Figura 25 Prediccion de temperatura por SOM para Estacion Automatica de Aguascalientes.

Célculo de error: Con un error minimo cuadratico (MSE) de 9.35.

Tiempo de ejecucion: 5.52s.

Resultados obtenidos para caso de estudio 2: Estacion Sur de Aguascalientes:

Evaluando la red SOM para las predicciones de temperatura maxima se obtiene la
Figura 26, la cual permite observar la variable real de color azul contra las
predicciones hechas por la red en color rojo, recordando que se predice

temperatura.

Real vs Prediccion
35 T T T T
Variable Real
- = = Variable Predicha
34 1

w

[+
T
1

'

\

]

Variable predicha
w
N

8
T
.

30 | N

29

Muestras

Figura 26 Prediccion de temperatura maxima por SOM para Estacion Sur Aguascalientes.
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Calculo de error: Con un error minimo cuadratico (MSE) de 4.60.

Tiempo de ejecucion: 2.07s.

Resultados obtenidos para caso de estudio 3: Estacion La Boquilla:

Finalmente, para este caso de estudio se predice nuevamente la radiacion solar,
trabajando con el mapa autoorganizado programado, teniendo que la Figura 27
permite apreciar la radiacién real contra la predicha de acuerdo a los datos con que

se entrend.
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Figura 27 Prediccion de radiacion solar por SOM para Estacion La Boquilla.

Calculo de error: Con un error minimo cuadratico (MSE) de 986.03.

Tiempo de ejecucion: 2.25s.

Maquina de soporte vectorial (SVM).

Como ultima metodologia de inteligencia artificial se trabaja también una maquina
de soporte vectorial, SVM (Support Vector Machine), la cual, a pesar de no ser
propiamente una red neuronal, si es una herramienta de aprendizaje automatico

que ha mostrado tener en otros casos buenos resultados a la hora de realizar
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predicciones, siendo utilizada en este proyecto como otro método de comparacion

principalmente por su robustez frente a las redes neuronales.

Resultados obtenidos para caso de estudio 1: Estacidon Automatica de

Aguascalientes:

Se trabaja al igual que el resto de redes neuronales, con el mismo conjunto de
prueba y entrenamiento, la Figura 28 permite observar la temperatura real (de color

azul) contra la temperatura predicha por la SVM (en color rojo).

Figura 28 Prediccion de temperatura por SVM para Estacion Automatica de Aguascalientes.

Calculo de error: Con un error minimo cuadratico (MSE) de 7.34.

Tiempo de ejecucion: 3.93s.

Resultados obtenidos para caso de estudio 2: Estacion Sur de Aguascalientes:

Se ejecuta la SVM para predecir la temperatura maxima, tomando las mismas
variables explicativas y el mismo conjunto de prueba y entrenamiento que en el
analisis de las redes neuronales, la imagen 29 muestra la variable real de color azul

contra las predicciones hechas por la red en color rojo.
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Real vs Prediccion

Variable Real
= = = Variable Predicha | |

g
2 & &
2
N

~
N

N

£
"

w
w
3
5

w
w
T
.

Variable predicha
w [
w = w I
- o ~N o
r
.

@
S
o

Y

8
o
w
IS
o b
[=2]
~
=3
©

Muestras

Figura 29 Prediccién de temperatura maxima por SVM para Estacién Sur Aguascalientes.

Célculo de error: Con un error minimo cuadratico (MSE) de 2.48.

Tiempo de ejecucion: 0.48s.

Resultados obtenidos para caso de estudio 3: Estaciéon La Boquilla:

La Figura 30, mostrada a continuacion, muestra los resultados obtenidos por la
maquina de soporte vectorial (SVM), donde la radiacién solar real es la variable a

predecir y en color rojo la radiacién predicha por SVM.
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Figura 30 Prediccién de radiacion solar por SVM para Estacion La Boquilla.
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Calculo de error: Con un error minimo cuadratico (MSE) de 1.15x103.

Tiempo de ejecucion: 0.48s.

Todas las redes neuronales programadas y puestas a prueba con los casos de
estudio de variables meteorologicas permiten obtener un resultado deseado, que
era precisamente predecir alguna de las variables en base a distintas variables
explicativas, teniendo conjuntos de datos con caracteristicas diferentes, por
ejemplo, la primera base de datos (Estacion Meteorologica Automatica de
Aguascalientes) contaba con una gran cantidad de datos siendo también el caso
con mas variables explicativas, por el contrario de la estacion de La Boquilla la cual
tenia las variables mas pobres en cuanto relaciones con ellas mismas y al mismo

tiempo con mas variacion.

Esto permite realizar un primer analisis de la construccion dada a cada una de las
redes neuronales, observando que los resultados varian ampliamente no solo en
cuanto a arquitectura de la red sino también en cuanto a la naturaleza de los datos
a evaluar. Con esto se puede adelantar que efectivamente las redes neuronales
funcionan como una herramienta para predecir y que pueden tener utilidad en el
analisis climatico y por tanto se pueden utilizar en el analisis fenolégico, pero que la
mejor opcion se elegira una vez que se trabaje sobre el conjunto de datos que

pertenezcan al caso especifico.
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Capitulo 5. Caso de estudio VERDUMEX.

En el capitulo anterior se habla de las redes neuronales seleccionadas y la
arquitectura dada a cada una de ellas evaluando sobre algunos casos de estudio
del clima de Aguascalientes. En este nuevo capitulo se busca hablar del caso de
estudio donde se aplica este proyecto, conociendo las necesidades del caso de
estudio, los datos que se encuentran y las aplicaciones que se pueden dar para

cerrarlo con la evaluacion de las distintas redes neuronales.

El trabajo que da pie a esta investigacion comienza en Verduras Mexicanas La
Boquilla (VERDUMEX) encontrados en el municipio de Jesus Maria,
Aguascalientes, donde se lleva a cabo el cultivo de dos variedades de jitomate
dentro de 5 invernaderos, llevando registro y control de variables climaticas dentro
del invernadero 3 y 5 (con sensores y tableros), ademas del analisis de fenologia,
trabajando esta parte por muestreo de plantas en cada invernadero, conociendo y
controlando la fertilizacion de los cultivos, asi como la polinizacion de las plantas

por medio de abejorros.

Figura 31 VERDUMEX.
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La Figura 29 muestra de izquierda a derecha algunas imagenes recopiladas en la
visita hecha a Verduras Mexicanas La Boquilla, siendo la primera la vista exterior
de algunos invernaderos, al centro las plantas de jitomate cultivadas dentro de los
invernaderos, y a la derecha el tablero que recopila informacién del clima dentro de

uno de los invernaderos y que a su vez automatiza el movimiento de las ventanas.

Dentro de la Tabla 4 se pueden observar algunas de las distintas variables que son

registradas en la Boquilla y que son parte del estudio fenoldgico de los cultivos.

Variables Climaticas Variable fenologica
Temperatura Crecimiento de la planta
Humedad relativa Numero de flores abiertas

Tamano de pedicelos
Numero de racimos
Numero de hojas

Numero de frutos
Tabla 4 Variables registradas por VERDUMEX.

Ademas de estas variables se tienen algunas ya definidas como lo pueden ser las
caracteristicas propias de cada tipo de planta trabajada en VERDUMEX, es decir,
un ejemplo de esto seria la duracion del ciclo de vida de la planta donde para el tipo
1 se tienen 29 semanas y para el tipo 2 14 semanas, esto se conoce debido a afios
anteriores de cosecha en VERDUMEX.

Como se ha mencionado a lo largo de todo el documento, el propdsito de predecir
yace en ayudar a conocer la fenologia de los cultivos y poder tomar decisiones para
el cuidado del mismo, por lo que tras identificar las distintas variables que pueden
intervenir se puede desarrollar un modelo que permita definir el cultivo de jitomates
como se lleva a cabo en VERDUMEX, es decir que se puede trabajar con las
variables deseadas o requeridas y con esto dar mayor o menor complejidad al
sistema, ayudando a que los alcances del proyecto sean tales que cumplan las
necesidades del cultivo o la empresa, de manera que se puedan conocer

temperaturas ideales, necesidades de fertilizantes, abejorros, o incluso tiempos
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optimos de cosecha de acuerdo a lo que haya vivido el cultivo o las situaciones a

las que se haya expuesto.

En este sentido para este primer proyecto se trabajan unicamente las variables
climaticas puesto que es lo que se ha planteado como primera necesidad, que es
afrontar el cambio climatico en relacién a la fenologia del jitomate, dado que no es
posible controlar las variables en cada uno de los invernaderos, pero dejando en
claro con lo anterior que el proyecto se puede seguir trabajando para mejorar

resultados y evaluar mas necesidades fenoldgicas del cultivo.

5.1 Prediccion de variables climaticas VERDUMEX.

Para probar la prediccion de las distintas redes neuronales en este caso de estudio
se toma como primer analisis la prediccion para las variables climaticas donde se
toman como variables los registros de dos invernaderos distintos (invernadero 3 e
invernadero 5), con temperatura maxima, temperatura minima, humedad relativa
maxima y humedad relativa minima por dia, con el registro de las semanas en las
que se ha estado cultivando el jitomate, utilizando las mismas redes neuronales

descritas en el capitulo anterior.

Es importante mencionar que para todos los casos se tomaron los mismos valores
como variables de entrenamiento y prueba, de manera que la comparacion hecha

entre los resultados de todas las redes neuronales sea significativa.

5.1.1 Feedforward
e Invernadero #3

La Figura 32 nos permite observar la prediccion de temperatura minima hecha por
la red neuronal feedforward, de donde se obtienen algunos estadisticos que nos
permitan hacer una comparacion del sistema con el resto de redes, para esto se

considera que se evalua 50 veces la red neuronal, esto aplica para ambos
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invernaderos con todas las redes neuronales, este analisis final se muestra en la

parte de resultados.

Figura 32 Temperatura minima real y predicha por red feedforward en Invernadero #3.

e Invernadero #5

Para el Invernadero #5 se vuelve a intentar predecir la temperatura minima, donde
se obtiene como resultado la prediccion mostrada en la Figura 33, en este caso
teniendo de color rojo la temperatura minima predicha y en color azul la temperatura

minima real registrada por los sensores en el invernadero.
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Figura 33 Temperatura minima real y predicha por red feedforward en invernadero 5.
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5.1.2 RNN

Recordando la red neuronal recurrente se pone a prueba con la informacion

recopilada de ambos invernaderos obteniendo como resultados las predicciones

mostradas por las Figuras 33 y 34, siendo la Figura 33 correspondiente al

Invernadero #3, y la Figura 34 al Invernadero #5. En ambos casos se predice

temperatura minima, comparandola con la temperatura minima real registrada en

los invernaderos.

e Invernadero #3

Figura 34 Temperatura minima real y predicha por red recurrente en invernadero 3.

e Invernadero #5

Figura 35 Temperatura minima real y predicha por red recurrente en invernadero 5.
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5.1.3 RBFN (regresién generalizada)

Se hace el mismo desarrollo para las redes neuronales de funcion base radial,
donde la primera en ponerse a prueba es la red programada con regresion
generalizada. La Figura 36 muestra los resultados obtenidos por esta red tras ser
entrenada y trabajada con la informacion del Invernadero #3, mientras que la Figura

37 muestra la temperatura minima predicha por la red dada la informacion del

Invernadero #5.

e Invernadero #3
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Figura 36 Temperatura minima real y predicha por red base radial (RG) en invernadero 3.

e Invernadero #5
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Figura 37 Temperatura minima real y predicha por red base radial (RG) en invernadero 5.
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5.1.4 RBFN (proceso incremental)

radial se trabajaron bajo dos

Recordando que las redes funcién base
configuraciones distintas se muestran dentro de las Figuras 38, temperatura

predicha en el Invernadero #3, y 39, temperatura predicha en el Invernadero #5, los

resultados obtenidos al trabajar con la red programada con proceso incremental.

e Invernadero #3
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Figura 38 Temperatura minima real y predicha por red base radial (Pl) en Invernadero #3.

e Invernadero #5

Real vs Prediccion

Variable Real
= = = Variable Predicha | -

Variable predicha
= B B B

)
T

~
T

8 10 12
Muestras

Figura 39 Temperatura minima real y predicha por red base radial (Pl) en Invernadero #5



5.1.5 CNN

Para las redes convolucionales se sigue el mismo procedimiento que para el resto
de redes neuronales, entrenando la red neuronal con la informacion historica de los
invernaderos, comenzando por el Invernadero #3 donde se logran las predicciones
mostradas dentro de la Figura 40, posteriormente se trabaja con la informacién del
Invernadero #5, a partir de la cual se obtiene la prediccion mostrada dentro de la

Figura 41, ambas mostradas a continuacion.

e Invernadero #3
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Figura 40 Temperatura minima real y predicha por red convolucional en Invernadero #3.

e Invernadero #5
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Figura 41 Temperatura minima real y predicha por red convolucional en Invernadero #5.
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5.1.6 SOM

Se finaliza el analisis de redes neuronales con los mapas autoorganizados (SOM),
donde la Figura 42 muestra las predicciones hechas para el Invernadero #3 tras ser
entrenado con los histdricos registrados dentro del invernadero, y la Figura 43 donde
se aprecian los resultados para el Invernadero #5, sabiendo que ambas Figuras
muestran la prediccion de temperatura minima (en color rojo en los graficos) contra

la temperatura minima real registrada en cada invernadero (de color azul).

e Invernadero #3
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Figura 42 Temperatura minima real y predicha por SOM en Invernadero #3.

e Invernadero #5
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Real vs Prediccion
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Figura 43 Temperatura minima real y predicha por SOM en Invernadero #5.

5.1.7 SVM

Para finalizar el analisis con herramientas de inteligencia artificial se cierra el caso
de estudio con las maquinas de soporte vectorial, donde se obtienen como

resultados las predicciones mostradas por las Figuras 44 y 45, para los invernaderos

#3 y #5 segun corresponde.

e Invernadero #3

Muestras

Real vs Prediccion
T T

16
Variable Real
15.5 = = = ‘Variable Predicha | |
15
f‘\
g II E
S 1451
e=l ’
Fd ’
o
o 14
=
]
& 135
>
13
_____
125
12 :
1 2 3 4 5 6 7 8 9
Muestras

Figura 44 Temperatura minima real y predicha por SVM en Invernadero #3.
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e Invernadero #5
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Figura 45 Temperatura minima real y predicha por SVM en Invernadero #5.

Este analisis se desarrollé siguiendo el mismo proceso que en las redes neuronales
(en cuanto a variables de entrenamiento y prueba, asi como numero de pruebas),
con el fin de funcionar como otro control para evaluar la eficiencia de las redes

neuronales para el caso de estudio.

5.2 Implementacion de las redes neuronales en el analisis
fenoldgico del cultivo.

Finalmente, para poder cerrar el analisis fenolégico es necesario encontrar la
relacion de las variables fenoldgicas respecto al rendimiento obtenido de jitomate
(este ultimo se analiza de manera individual mas adelante para comparar contra el
modelo ARIMA). Como principal barrera se encuentra la informacion obtenida de
las variables fenolégicas correspondientes al afio 2025, mientras que la informacién

de cosechas de jitomates corresponde al afio 2019.

Sin embargo, para lograr el analisis se cuenta con informacion sobre las plantas que
empata con la fecha en que se recopilaron otras variables como las climaticas
anteriormente evaluadas, es en base a éstas que se realizara el analisis fenoldgico,

esto sera modificable para involucrar mas variables, predecir cosechas futuras,

69



analizar la toma de decisiones o cambiarlo para ser aplicado a otros cultivos u otros

estados.

El modelo que se presentara a continuacion sirve para relacionar las variables que
permitan comenzar a identificar puntos de oportunidad para las decisiones sobre el

cultivo.

5.2.1 Analisis fenolégico Invernadero #5.
Frutos en planta (a predecir): Semana 20 a 24.

Crecimiento de planta y flores abiertas (informacién fenologica): Semana del 20 al
24,

Temperatura y humedad en el invernadero (informacién climatica): Semana 12 a 24.

Nivel de polinizacion (informacion fenoldgica): Semana 14 a 24.

Ya que la informacién climatica y de polinizacién es informacién previa a la de la
fenologia y desarrollo de la planta se opta analizar por una red recurrente que
permite analizar valores pasados (como retrasos) para hacer el modelo y
predicciones correspondientes, esta informacion referente a la red neuronal se

menciona dentro del capitulo anterior.
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Figura 46 Prediccién de fenologia Invernadero #5

La Figura 46 muestra los resultados obtenidos por medio de la RNN (en linea
punteada), donde el modelo es bastante cercano a la fenologia del jitomate, con lo
que se muestra que la red neuronal, seleccionada en base a las caracteristicas de
los datos, es capaz de simular adecuadamente la fenologia de los cultivos y ser
utilizada como una herramienta por el agrénomo o agricultor. En este caso el error
se muestra al inicio de la grafica, donde los frutos predichos son mas de los que
realmente existen, en este sentido seria importante hacer también un analisis a las
variables para observar si hay puntos andmalos, en este caso la serie de datos es
bastante corta y no contempla todo el ciclo del jitomate lo cual es un factor

importante en el error notado.

Ademas, el analisis se realizé en un tiempo de: 2.7, con un MSE fue: 11.1 y un

coeficiente de determinacion (R?) de 0.87.
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Discusion de Resultados

Dentro de esta seccion se encuentra la discusion de los resultados obtenidos, donde
se incluye el analisis de los resultados del caso de estudio con las multiples redes
neuronales, afadiendo en base a dicho andlisis los resultados obtenidos para la
prediccidon de toneladas de jitomate cosechadas por VERDUMEX en el 2019, el cual
se resuelve por medio de una red neuronal, seleccionada en base a los resultados

obtenidos previamente, y por medio del modelo ARIMA.

En el capitulo anterior se ponen a prueba cada una de las redes neuronales
programadas para analizar la prediccion de temperatura en base a los historicos
recopilados por VERDUMEX, mostrando graficamente los resultados obtenidos por
cada una de ellas, sin embargo, para poder hacer un analisis de los resultados
obtenidos se muestran a continuacion unas Tablas donde se compara el error

obtenido, asi como el tiempo de ejecucion.

Analisis Invernadero #3.

Red Neuronal Error MSE RA2 Sesgo Tiempo
absoluto

Feedforward 2.8538 13.6062 -5.6192 -1.5615 0.4047
RNN 2.5743 10.896 -4.3007 -1.3597 0.5045
RBFN regresion 1.5848 4.3769 -1.1293 -1.3484 0.0546
RBFN 6.8931 192.535 -92.6657 4.8359 0.0976
incremental

CNN 1.7615 4.9759 -1.4207 -0.7547 12.0365
soMm 1.9744 5.559 -1.7044 -1.5237 0.3072
SVM 1.9109 4.6985 -1.2857 -1.5418 0.0284

Tabla 5 Errores y tiempos obtenidos para el Invernadero #3.

Dentro de la Tabla 5 se muestra el analisis de los errores y tiempos obtenidos para
las predicciones hechas por las distintas redes neuronales con la informacion
recopilada del Invernadero #3, las predicciones de temperatura se encuentran en el

capitulo anterior en las distintas imagenes, para este analisis se calcula el error
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absoluto, el error minimo cuadrado encontrado dentro de la columna MSE, en la
siguiente columna el coeficiente de determinacion que nos ayuda a saber si nuestra
red define apropiadamente al sistema y en qué porcentaje lo hace, mostrando
también el sesgo de los resultados obtenidos y finalmente el tiempo de ejecucidon
que le tomd a cada red neuronal llegar a dar una prediccidén. De esta manera la
Tabla 5 permite realizar una comparacion estadistica de todas las predicciones
realizadas para el Invernadero #3 con el fin de analizar cual es la que mejor define

al modelo.

Se puede observar asi que los errores mas bajos son para la red neuronal de funcién
base radial programada con la regresion generalizada, seguida por la red
convolucional (CNN). Por otro lado, el coeficiente de determinacion nos muestra
para todos los casos que no hay una buena aproximacion de las redes neuronales
con el sistema, indicando un problema, donde se puede intuir que dadas las
caracteristicas de los datos utilizados, asi como las caracteristicas de las redes
neuronales y las necesidades para una buena prediccion que el problema viene de
que existe muy poca informacién, en este caso muestras, para ajustar mejor el
modelo considerando que las variables climaticas son ampliamente cambiantes y
sujetas a diversos factores como la ciclicidad y afectadas por los cambios climaticos
que afectan al mundo, las redes neuronales no logran deshacerse de la
generalizacién con los datos con que fueron alimentadas. Sin embargo, es posible
verificar que nuevamente algunos de los valores que se pueden considerar menos
malos son los obtenidos por la red de funcion base radial con regresion generalizada
y la CNN, coincidiendo asi con el analisis hecho de sus errores, para este coeficiente
se afiade también a la maquina de soporte vectorial (SVM) como una opcion al tener

también uno de los menos malos.

El sesgo nos habla de que tanto difiere la prediccion del valor real de la temperatura
donde se tiene que las predicciones mas certeras se obtienen nuevamente por la

CNN, seguida de la red de funcién base radial con regresion generalizada.

Finalmente, al buscar eficiencia evaluamos el tiempo para saber si los resultados

obtenidos por las redes compiten con el resto, teniendo aqui que los menores

73



tiempos son para la maquina de soporte vectorial y la red de funcién base radial de
regresion generalizada. Para esta caracteristica la red convolucional deja de
competir con el resto de redes puesto que tiene el peor tiempo de ejecucion,
mientras que la funcion de base radial con proceso incremental muestra un buen
tiempo, observando, sin embargo, que obtuvo los peores resultados para errores y
R2.

De esta manera, tras analizar los distintos factores y considerando que no se puede
crecer inmediatamente la base de datos con que se realizan las predicciones de
temperatura y que las diferencias entre los errores, sesgo y coeficiente de
determinacién son mas grandes y relevantes para el analisis que la diferencia entre
tiempos de ejecucion (analizando por ejemplo la maquina de soporte vectorial, la
CNN vy la red de funcion de base radial con regresion generalizada), se puede
concluir que la mejor opcion para el invernadero 3 es la red de funcién base radial
con regresion generalizada. Esto se comparara igualmente con lo observado para
el invernadero 5, el modelo ARIMA y el caso de prediccion de toneladas cosechadas

de jitomate.

Analisis Invernadero #5.

Tal como se realiza para los resultados obtenidos para el Invernadero #3, se
muestra ahora el resumen del analisis de la prediccion realizada para el Invernadero

#5, teniendo de esta manera la Tabla 6.

Invernadero 5 (promedios)

Red Neuronal Error absoluto MSE RA2 Sesgo Tiempo
Feedforward 4.0397 22.7836 -6.7395 -3.4845 0.4942
RNN 4.4577 26.1306 -7.8765 -3.6854 0.5499
RBFN regresion 4.2266 21.6477 -6.3537 -4.2266 0.0535
RBFN incremental 4.5242 30.4718 -9.3512 -2.2184 0.1091
CNN 3.5009 17.0764 -4.8008 -2.9717 14.3805
SOM 4.0718 20.4011 -5.9302 -4.0718 0.3491
SVM 4.4528 21.7904 -6.4022 -4.4528 0.0294

Tabla 6 Errores y tiempo obtenido para el Invernadero #5.
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Dentro de la Tabla 6 se encuentran los valores para el error absoluto, el error minimo
cuadrado (MSE), el coeficiente de determinacion (R?), el sesgo y el tiempo que tomd
obtener la prediccidn por cada una de las redes neuronales probadas para el caso

del Invernadero #5.

Con la informacion observada dentro de la Tabla es posible identificar que los
errores mas bajos se obtuvieron por la CNN, que es la unica con una diferencia
notable al resto de redes con un error de 3.5, la red feedforward, el mapa
autoorganizado (SOM), la red de funcion base radial (RBFN) programada con
regresion generalizada con un error absoluto de 4.2 es la mediana de los datos v,

finalmente, el mayor error de 4.52 para la RBFN de proceso incremental.

En cuanto al error minimo cuadrado se conserva la red convolucional como la red
con el menor error (de 17.07), el mapa autoorganizado con un error de 20.4, en este
caso la red de funcion base radial de regresion generalizada obtiene el tercer menor
error minimo cuadrado siendo éste de 21.64, y como cuarta opcién se posiciona la
maquina de soporte vectorial (SVM) con un error de 21.79, nuevamente el peor
resultado es para las predicciones hechas por funcién base radial con proceso
incremental, aunque las redes recurrentes también tienen un error minimo cuadrado

bastante alejado al del resto de redes.

Por su parte, el coeficiente de determinacion esta indicando que el proceso no esta
siendo bien definido por ninguna de las redes, puesto que todos tienen valores
bastante altos y en este caso negativos, nuevamente se plantea esto como una
consecuencia de la propia variabilidad de las variables climaticas evaluadas
sumado a la poca cantidad de datos con que se entrenaron. A pesar de esto se
evalua y se toman como mejores redes las que se encuentran menos alejadas del
valor ideal para un coeficiente de determinacion, teniendo asi a la red convolucional
con -4.8, el mapa autoorganizado con -5.9 y la red de funcién base radial de
regresion generalizada con -6.3, repitiendo asi el orden del error minimo cuadrado,
por lo que con los estadisticos revisados hasta ahora se van marcando como

mejores opciones estas tres redes neuronales. El sesgo que permite evaluar que
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tan alejada esta la prediccion (temperatura maxima) de la variable real muestra que
para el Invernadero #5 la mas cercana es la RBFN programa con proceso
incremental la cual tiene el menor sesgo con un valor de -2.21, seguida por la CNN,
donde la que muestra estar mas alejada es la RBFN de regresion generalizada, con

un valor de -4.22.

Finalmente, el tiempo se afiade para evaluar de manera general la eficiencia de
cada red, teniendo que el menor tiempo de ejecucién fue para la maquina de soporte
vectorial, seguida de poco por la red de funcién base radial programada con
regresion generalizada, donde ambas tomaron en su ejecucién menos de 1 décima
de segundo, dando el peor tiempo para la red convolucional siendo éste de 14.38,
demasiado grande en comparacion al resto, con el hecho de que la informacién con
que se alimentd la red fue poca hace pensar que el tiempo en un caso mas robusto
de informacion puede ser menos eficiente, aunque se siguen hablando de segundos

para estos casos de estudio.

Haciendo un analisis general de lo observado los mejores resultados fueron
obtenidos por la red convolucional, sin embargo, el tiempo de ejecucion fue
demasiado grande en comparacion al resto, mientras que las diferencias entre los
errores y los coeficientes de determinacion no fue significativamente amplia por lo
que se podria desplazar la red convolucional y seleccionar como ejemplo la red de
funcién base radial de regresion generalizada o el mapa autoorganizado como
posibles selecciones, sus errores fueron mayor a la CNN pero cercanos, mientras
que el tiempo fue significativamente menor en ambos casos, sobre todo con la
RBFN de regresion generalizada, no se descarta CNN porque el tiempo sigue
siendo en segundos, es decir, a pesar de ser alto en comparacion al resto de redes,
no presenta un problema computacional o de retrasos mayor para VERDUMEX.

Aunque la seleccion de la red sera adaptable de acuerdo al proximo caso de estudio.

Analisis de toneladas cosechadas de jitomate.
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Para finalizar los analisis con redes neuronales se presentan las toneladas de
jitomate cosechadas para dos tipos distintos de plantas, el primero con un periodo
de 15 semanas, el segundo con 30 semanas, siendo series bastante cortas de
informacion y no teniendo mas informacion para dicho periodo de tiempo se
considera usar una red neuronal recurrente para su analisis, la cual toma justamente
informacion pasada sobre la misma variable para realizar la prediccion, obteniendo

asi la siguiente prediccidén de cosecha:

Serie original vs Prediccion con NARNET

Toneladas recolectadas

Semana

Figura 47 Prediccion de toneladas cosechadas para 15 semanas.
La Figura 47 muestra el ajuste obtenido por la red neuronal para las toneladas de
jitomate cosechadas en un periodo de 15 semanas. Por otro lado, la Figura 48
muestra el ajuste hecho para el periodo de cosecha de 29 semanas. Ambas redes
ajustadas de acuerdo a los datos que facilit6 VERDUMEX sobre las cosechas de 2

especies distintas de jitomate.

Serie original vs Prediccion con NARNET

—=&— Serie original
18 - ) — O Prediccion NARNET| ]
= \
o Hoaw 7

i

Toneladas recolectadas
=]

0 5 10 16 20 25 30
Semana
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Figura 48 Prediccién de toneladas cosechadas de jitomate (29 semanas).

Para hacer un buen analisis y comparacion se realiza el calculo de algunos
estadisticos para evaluar el ajuste de ambos casos, informacion encontrada en la
Tabla 7.

Semanas de Error MSE RA2 Sesgo Tiempo
cosecha absoluto
15 0.7835 1.7982 0.9024 -0.2252 1.1629
29 1.4268 3.4910 0.8780 -0.0576 0.1965

Tabla 7 Errores y tiempo de RNN para cosechas.

La Tabla muestra el error absoluto, el error minimo cuadrado (MSE), el coeficiente
de determinacion (R?), el sesgo y el tiempo obtenidos de la prediccion para ambas
especies de jitomate (de 15 semanas de cosecha y de 29 semanas),
correspondientes a las imagenes 47 y 48 mostradas anteriormente. Como se habia
mencionado predicciones realizadas por medio de las redes neuronales
recurrentes, mostrando de manera general una buena prediccion con un error bajo
y un coeficiente de determinacion, para ambos casos, bastante cercano a 1 lo cual
indica que el modelo realizado por la red neuronal si esta acercando las
predicciones a lo real, con tiempos bastante bajos, pudiendo hacer ajustes a la red
para acercar aun mas el modelo a la realidad, sin embargo, dado que solo se analiza
un ano de cosechas para cada tipo de jitomate se busca no sobre ajustar la red, de
manera que la red neuronal si esté prediciendo y no solo memorizando los datos
que ya tiene, por esto aunque es posible aumentar el coeficiente de determinacién
hasta 0.97 para la cosecha de 29 semanas y hasta 0.95 para la cosecha de 15
semanas modificando la red neuronal se opta por dejar la conFiguracion que arroja
los promedios mostrados en la Tabla 7 para que si se puedan realizar predicciones,
pero no se comentan errores por sobre ajuste, pudiendo modificarse a futuro con

nuevas entradas de entrenamiento.
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Este mismo analisis se realiza por medio de los modelos ARIMA, contra los cuales
se evaluara la eficiencia de la red neuronal recurrente, la seleccionada para este

caso en especifico, teniendo lo siguiente:

Con un modelo de regresion polinomial se obtiene para la especie de jitomates con

cosecha de 29 semanas el modelo mostrado en la Figura 49.

Figura 49 Modelo de regresion para cosecha de 29 semanas.

El modelo mostrado en la Figura tiene una R? de 0.955, lo cual indica que gran parte
de la cosecha puede ser explicada por el modelo, el cual se expresa

matematicamente con la siguiente ecuacion.
Cosecha = 3.8434t — 0.277t* + 0.0051¢3

Por otro lado, para el jitomate con periodo de cosecha de 15 semanas se tiene el

modelo realizado por regresién no lineal mostrado en la siguiente ecuacion.

- 2
Cosecha = 25392-0.0081t% 4 o

El cual es observable dentro de la Figura 50, con un coeficiente de determinacién
de 0.788.
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Figura 50 Modelo de regresion para cosecha de 15 semanas.

Comparando estos coeficientes de determinacion contra los obtenidos por las redes
neuronales se tiene que con la conFiguracion que se selecciond como final para la
red neuronal, para las cosechas de 15 semanas se logré una mejor aproximacion al
modelo por la red neuronal recurrente con un valor de 90.24%, superior al obtenido
por el modelo de regresion con valor de 78.8%, es decir, que el modelo encontrado
por la red neuronal explica aproximadamente el 90% de la varianza de los datos, en
este caso de las toneladas cosechadas para esta especie de jitomate, donde la
diferencia entre ambos modelos es bastante significativa, aproximadamente con
12% entre ambas, concluyendo que tomar la red neuronal es una opcién mas

precisa que el modelo ARIMA.

La segunda comparacion se realiza para la especie de jitomate con cosecha de 29
semanas, teniendo aqui que el modelo de regresion ARIMA define la varianza en
un 95.5%, siendo superior por aproximadamente 8% a la red neuronal que tiene
87.8%, mostrando asi que el modelo de regresion es mejor para este caso. No
obstante se tiene que considerar la flexibilidad de las redes neuronales a los
problemas, dado que es posible ajustar y conFigurar la red para que se aproxime

mas al sistema, por medio de una de dichas configuraciones es posible alcanzar
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una R?, promedio para 50 ejecuciones, de 0.96, mostrando que es posible superar
al modelo ARIMA, sin embargo, esta conFiguracion se deja temporalmente de lado
como precaucidn a un sobre ajuste hasta que se cuente con mayor informacion para
validar y evitar la problematica planteada, pero demostrando que las redes
neuronales si tienen la capacidad de superar a los métodos tradicionales dada su

maleabilidad.

Andlisis fenologico del cultivo.

El analisis se cierra para la fenologia retomando el ultimo caso del capitulo 6 donde
ya se esta analizando un caso de la fenologia del jitomate, tomando variables de
importancia en el desarrollo fenolégico que ayudan a predecir el numero de frutos
por planta relacionado estrechamente con la salud del jitomate y la cantidad de
producto que se podra cosechar, con una sola red neuronal probada y por los pocos
datos para modelar, se logré explicar el sistema en un 87%, esto senala un buen
modelo y confirma lo dicho en el parrafo anterior, ademas de ser esto transferible y
demuestra que se puede ir modificando breve y rapidamente para modelar las
caracteristicas especificas de cada caso y obtener modelos de calidad para predecir

y mejorar las situaciones agricolas.
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Conclusion

A lo largo del documento se implementaron las redes neuronales con distintas
arquitecturas y configuraciones con el fin de analizar como trabajaban para predecir
distintas variables de un mismo caso de estudio, como ejemplo de esto se tiene el
primer analisis realizado a variables climaticas de distintas partes del estado de
Aguascalientes donde se mostré6 como afecta el tipo de variable, su varianza, la
cantidad de muestras y la cantidad de variables a los resultados obtenidos, logrando

un primer acercamiento a las redes neuronales trabajadas para la tesis.

El objetivo de la tesis es el utilizar la inteligencia artificial como herramienta en los
cultivos para mejorar las cosechas, asi como la hipétesis donde se planteaba si las
redes neuronales presentaban una mejora respecto a los métodos clasicos como el
ARIMA.

Por medio de las distintas pruebas desarrolladas con los datos obtenidos de
VERDUMEX para el cultivo y cosecha de jitomate se logra observar en un primer
instante que la prediccion si es de suma importancia para trabajar dentro de
sistemas de agricultura, puesto que permite que se realice una toma de decisiones
basada en informacion de calidad dada por los cultivos y la experiencia de los
agronomos al mando en VERDUMEX, la importancia de mantener un buen equilibrio
para lograr la mejorar calidad en los productos disminuyendo los errores y desechos
de los procesos, donde herramientas ya sean tradicionales como los modelos
ARIMA como los resultantes de la inteligencia artificial si son necesarios. En
VERDUMEX se plantea para esta primer tesis la prediccion de variables climaticas
y de toneladas cosechadas de jitomate, sin embargo, dentro de la fenologia del
jitomate, e incluso de cualquier otra planta hay muchas variables que afectan al
desarrollo biolégico de las especies, donde existe un cuidadoso control para
mantener el equilibrio en procesos naturales que se convierten en procesos
relevantes para la economia y sostenibilidad a futuro, como se menciona dentro de
algunos objetivos a distintos niveles a favor de la ecologia, la economia, la salud y
la alimentacion, por lo cual la complejidad crece y las herramientas predictivas
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toman un rol aun mas importante para la evaluacion integra de los diversos
elementos relacionados, sobre todo cuando hay una gran diversidad de riesgos para

estos.

La comparaciéon entre resultados obtenidos permite observar que realmente las
redes neuronales son una gran opcion en términos de prediccion, ya que no sélo
logran buenos resultados o aproximaciones bastante precisas, sino que ademas,
representan una opcion bastante rapida y sobre todo maleable y ajustable a las
necesidades de la problematica, esto representa en el caso de los cultivos de
jitomate una gran ventaja para adaptar soluciones a las necesidades del productor,
en este caso VERDUMEX, a factores externos como el cambio climatico, e incluso

adaptarlo facilmente para el analisis de otras especies o cultivos.

Esta afirmacion se puede realizar en base a las comparaciones realizadas, para el
ultimo caso donde se presenta, dentro de la discusion de resultados, el ajuste de
modelos para las toneladas cosechadas de jitomate. En uno de los casos la red
neuronal recurrente super6 en gran medida al ajuste logrado por el modelo ARIMA,
teniendo un 12% de diferencia entre ambas, con un 90% a favor de la RNN para
coeficiente de determinacion, donde por medio de las distintas Tablas se observa
un tiempo bastante bajo de ejecucion y errores bajos, que hablan sobre la precision
de la red, para el otro caso, si bien la red neuronal estuvo por debajo del modelo
ARIMA por 8%, con un 87% para la red neuronal y un 95% para el modelo ARIMA,
de valores de R?, la red neuronal permitid ser lo suficientemente maleable para
mejorar las aproximaciones hechas en ambos casos, demostrando que son un
método bastante eficiente y util para el analisis de las variables trabajadas en este

tipo de analisis.

Ademas las redes neuronales muestran una gran variedad de arquitecturas que les
permiten acercarse mas al modelo real del sistema que se trabaje, como muestra
de ello la prediccion desarrollada a las variables climaticas para ambos invernaderos
del caso de estudio, donde se muestran distintas redes neuronales que permiten
hacer una comparacion y seleccion acorde a las necesidades del problema, en
dicho caso se opta por sefalar a la red neuronal de funcién base radial y regresion
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generalizada como la mejor opcién en términos de eficiencia para el caso, dado que
tenia para ambos casos unos de los errores mas bajos manteniendo siempre un
tiempo muy bajo y altamente competitivo con el resto de redes neuronales, caso
contrario a las redes convolucionales que si bien mostraban buenos resultados
perdian en términos de rapidez dejandolas de manera global un poco por debajo de
la red de regresion generalizada. A su vez se demostrd con el cambio de variables
a analizar la ventaja de las redes neuronales, donde se selecciond una red neuronal
recurrente, que no habia sido competitiva en cuanto a predicciéon de variables
climaticas, como la opcidon mas adecuada para prediccion de toneladas cosechadas
de jitomate, dada la escasez de datos para trabajar contando unicamente los

propios valores de cosechas de anos pasados.

Esto demuestra a su vez el impacto positivo que pueden tener las redes neuronales
dentro de la prediccion fenoldgica al poder ajustar rapidamente y ejecutar
predicciones para distintas situaciones dentro del cultivo, lo cual permitira que el
agricultor, en este caso VERDUMEX, optimice sus procesos mediante la

implementacion de tecnologias.
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Glosario

FAO.
Organizacion de las Naciones Unidas para la Alimentacion y la Agricultura.
Fenologia.

Tomando la definicién de la Real Academia Espanola, “La fenologia es el estudio
de los fenébmenos biolégicos en relacion con el clima, particularmente en los
cambios estacionales” (RAE, 2011). Resulta de la combinacién de las palabras
logos 'y phainomenon, ambas provenientes del griego, teniendo asi que es el estudio
de la manifestacion, donde se observan y analizan los diversos fendmenos

biolégicos que ocurren de acuerdo a los cambios estacionales.

La importancia de la fenologia como ciencia esta en su funcion como herramienta
para conocer los efectos del cambio climatico, un ejemplo de esto seria la migracion
de ciertas especies de aves bajo ciertas caracteristicas climaticas que coinciden con
estaciones del afno, o bien cuando los arboles que dejan caer sus hojas cuando
comienza el otofio. Al hablar de que estudia los fendbmenos biolégicos hace
referencia a los distintos reinos de los seres vivos, pero para efectos de este
proyecto se tomara la rama correspondiente de la fenologia que se enfoca al reino

vegetal.

Fitofenologia.

Esta es una de las dos ramas de la fenologia, dedicada al estudio de los efectos
climaticos en el desarrollo de las plantas. Como se describe por la RAE: “Estudio de
los fendmenos bioldgicos en relacion con el clima” (RAE, 2011). Pero, ¢qué implica
estudiar estos efectos? pues bien, permite que se analicen y conozcan puntos
importantes en el ciclo de vida de las plantas tales como la germinacion, la floracién
0 su muerte, solo por mencionar algunas, en conjunto con todos los aspectos que

influyen sobre ellas incluyendo entre estos los factores climaticos como lo son las
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precipitaciones o los rayos del sol, y microorganismos como ejemplo de algunos

factores vivos que intervienen.

Ahora, la fenologia, y mas especificamente la fitofenologia, permite que se tengan
conocimientos sobre las distintas especies de plantas logrando que se utilice como
herramienta en el control y la mejora de la produccion de frutos que se utilizan como
alimento, solo por dar un ejemplo, mientras que en la actualidad su relevancia se ve
incrementada por el dafio climatico. El cdmo se relacionan ambas es muy sencillo,
que pasa en un planeta cambiante con climas que pueden resultar extremos vy
muchas veces completamente impredecibles como sequias o inundaciones, si bien
la fenologia ha sido importante por diversas razones desde hace mucho tiempo, con
estos factores resulta importante comprenderla aun mas para poder tomar medidas
en pro del medio ambiente, en este caso de la produccion y los cultivos de diversas
especies en busqueda de disminuir pérdidas, manteniendo y mejorando los cultivos,
con la informacion que se tiene de la fenologia se pueden implementar de manera
adecuada, por ejemplo, un ajuste en los niveles del agua o en los nutrientes

anadidos a la tierra.

Existe una gran variedad de plantas, cada una de ellas con aspectos especificos de
su especie, diferentes ciclos de vida (como el caco con un ciclo de vida largo contra
una lechuga cuyo ciclo es bastante corto), diferentes necesidades nutricionales,
diferentes necesidades climaticas, por ello es importante distinguir las especies a
trabajar, para conocer con esto sus necesidades especificas y trabajar sobre ellas
el proyecto, ajustando asi los parametros del evaluador a los parametros propios de

la planta en cuestion.

Inteligencia artificial.

La inteligencia artificial es donde se plantean o incluyen todos aquellos inventos con
la capacidad de recrear las habilidades humanas ya sean de logica o de accidn,
dado con esto pie a numerosas clasificaciones de acuerdo a sus caracteristicas

tales como: aprender, percibir y razonar, caracteristicas que en conjunto permiten

86



simular el pensamiento humano y recreando por tanto su actuar. En la actualidad la
inteligencia artificial se encuentra de manera mas comun en herramientas o
aparatos del uso cotidiano, dentro de sus ventajas se encuentra el automatizar y

potencializar las capacidades del ser humano.

Red neuronal.

Es un método de inteligencia artificial que trata de analizar y procesar la informacion
de la manera en que lo hace un cerebro humano, con usos como la medicina,

marketing, prevision y prediccion.

SAGARPA.

A nivel nacional es la Secretaria de Agricultura y Desarrollo Rural, existe para
fomentar el desarrollo agropecuario como  actividad econdmica.

(https:/lwww.gob.mx/agricultura/que-hacemos)

SEDRAE.

La SEDRAE es una secretaria dentro del estado de Aguascalientes, sus siglas
vienen de Secretaria de Desarrollo Rural y Agroempresarial. Es una secretaria que
busca fomentar la aplicacion de programas que ayuden a aumentar la productividad
del campo, fortaleciendo el sector agroalimentario desde una perspectiva de
responsabilidad ambiental y social (como referenciar:

https://www.aguascalientes.gob.mx/sedrae/).

Sl. FE. SOJA.
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SIFESOJA es el nombre dado al modelo de simulacion de fenologia de soja, dentro
del proyecto Modelo de simulacion de fenologia de soja (Sl. FE. SOJA), (Peltzer &
Peltzer, 2013).
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