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A B S T R A C T

A new method for the polygonal approximation is presented. The method is based on the search for break
points through a context-free grammar, that accepts digital straight segments with loss of information, as
well as the decrease in the error committed employing the comparison of a tolerable error. We present an
application of our method to different sets of objects widely used, as well as a comparison of our results with
the best results reported in the literature, proving that our method achieves better values of error criteria.
Besides, a new way to find polygonal approximations, with context-free grammars to recognize digital straight
segments without loss of pixels, it is also addressed.

1. Introduction

In the topic of polygonal approximation for the shape of binary ob-
jects, in recent decades a large number of articles have been published.
These methods seek to obtain an efficient tradeoff between different
error criteria [1–15].

In 1954, Attneave [16] studied how the human being compresses
the information he receives from the world through visual perception.
This was achieved by considering perception as an information manage-
ment process, where much of the perceived information is redundant,
since the points with high curvature, that make up the contour of a
shape, are abundant in information content, therefore, they are fit and
sufficient to represent contour shapes. An example of this is reflected
in the experiment of his classic cat image, in which he identifies points
with a high curvature in a snapshot and is joined by segments of
continuous straight lines.

Following the Attneave experiment, various methods have been
proposed for the presentation of contours of 2D objects by polygonal
approximation, in which curve points (known as dominant points) and
line segments are used to join them. This coding causes loss since it
introduces some distortion errors. The error is permissible as long as
the visual alteration is considered insignificant. Some algorithms look
for minimize the number of dominant points (min-# problem) [17–19],
Prasad [20] proposes a non-parametric framework to identify the dom-
inant points using the Masood [9], RDP [21,22] and Carmona-Poyato
et al. [10] methods. In [23] is proposed a non-optimal but unsupervised
algorithm, called ICT-RDP, for the generation of polygonal approx-
imations based on the convex hull. Others focus on decreasing the
approximation error for a predefined number of vertices (problem min-
𝜀) [11,13,24,25], Sarkar [3] uses the F8 chain code in addition to four

∗ Corresponding author.
E-mail address: hsanchez@correo.uaa.mx (H. Sánchez-Cruz).

propositions to determine the locations. Carmona-Poyato et al. [26] use
a measure to identify what break points should be suppressed taking
into account an allowable error. Some techniques seek to solve both
the min-# and the min-𝜀 problems [4,5,15]. Masood [7] identifies the
break points using the F8 chain code, in which recursively removes and
rearranges the points. Kalaivani and Ray [15] propose a simple and
easy technique for the detection of break points through the strategy
of division (local deviation) and fusion (global deviation). As reported
in [15], in some of these works, the number of dominant points is
improved by sacrificing the integral square error (ISE), or vice versa. To
determine polygonal approximations of a shape in [27], they develop
an algorithm starting from coarse-level to more refined-level represen-
tation by varying the number of polygon sides. Ngo [28] proposes a
fully discrete structure, based on the notion of blurred segments, to
study the geometrical features on such curves and apply it in a process
of polygonal approximation. Kai, Shurong and Zhongjian [29] develop
a non-uniform rational B-spline interpolation scheme (NURBS). They fit
a NURBS curve efficiently through an optimal polygonal approximation
based on Mixed Integer Programming (MIP). Other authors use artifi-
cial intelligence, for example in [30], authors apply a coarse-grained
parallel genetic algorithm (CGPGA) to solve polygonal approximation
problem.

Some methods try to reduce the execution time [6,31,32].
Chetverikov and Szabó [33] propose a two-phase method, the first
consists of using either inscribed triangles of the same size where
vertices touch three points of the original contour or an angle where
intersect two lines that touch two points of the original contour, the
second phase is the elimination of dominant points using the Euclidean
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3D object simplification using chain code-based point
clouds

Osvaldo A. Tapia-Dueñas1 ·Hermilo Sánchez-Cruz1 ·Hiram H. López2

Abstract
This work aims to obtain a sequence of 3D point clouds associated with a 3D object that
reduces the volume data and preserves the shape of the original object. The sequence con-
tains point clouds that give different simplifications of the object, from a very fine-tuned
representation to a simple and sparse one. Such a sequence is important because it satisfies
different needs, from a faithful representation with a low reduction of points to a signifi-
cant data reduction that only preserves the main properties of the object. We construct the
sequence in the following way. We first obtain a voxelization of the original 3D object.
Then, we organize the voxels by slices to get a single chain code that represents the original
3D object. The point clouds depend on the key points of the chain code. The Hausdorff dis-
tance and the average geometric error prove that the point clouds are invariant under rigid
rotations and maintain the shape of the object. Our results indicate that the proposed method
has an average efficiency of 60% regarding the state-of-the-art simplification methods.

Keywords Chain code · Voxelization · 3D shape · Data reduction · Key points

1 Introduction

During the last years, numerous works in the literature have studied the representation of a
three-dimensional (3D) object. One of the main reasons is the growing demand for applica-
tions related to these objects, such as digitization, storage, and recognition. We focus on the
representations given in terms of point clouds or voxels.
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h.lopezvaldez@csuohio.edu

1 Departamento de Ciencias de la Computación, Universidad Autónoma de Aguascalientes,
Aguascalientes, 20100, Aguascalientes, México
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A B S T R A C T   

Obtaining a 3D medical visualization is a tedious process requiring several processing steps (such as segmen
tation) and assigning various rendering parameters (such as color and opacity). Current systems use video/image 
exporting or snapshots to save results. Such vendor-dependent tools not only prevent the possibility of further 
interactions but also creates additional large-size data that is problematic to store in PACS over time and hard to 
transfer for teleradiology applications. To overcome, alternative strategies propose a representation of the vi
sualizations, which only store segmentation masks that contains the binary form of segmented data. Unfortu
nately, existing compression methods are limited to effectively compress the volumetric data. In this study, 
lossless storage of binary segmented data is effectively performed by two newly-proposed chain code approaches. 
Particularly-two novel contributions are presented: 1. The dictionary of normalized angle difference is improved 
as a new chain symbol coding procedure, namely normalized angle difference, by adding new symbols to the 
dictionary aiming to generate a low-entropy symbol sequence for medical volumes. 2. A new volumetric 
approach that utilizes 26 symbols to encode volumetric data is developed. Each slice is visited, and the contour of 
the segmented object is codified such that eight different vectors for each slice (pointing to one of the four faces 
of each voxel, plus four towards one of its edges) are obtained. The developed methods are tested on diverse 
volumetric segmented data and compared to existing standards. It is shown that the proposed methods 
outperform well-established techniques.   

1. Introduction 

As medical imaging modalities advance to provide more detailed 
acquisitions, the amount of generated data is increasing drastically 
(Andriole et al., 2011; Gunderman and Chou, 2016; Norbash et al., 
2014). This requires new tools and techniques for efficient data storage 
and fast and reliable distribution of data over teleradiology networks. 
The latter’s importance is recognized, especially during the pandemic, 
when radiologists mostly worked remotely. Such conditions also require 
the remote collaboration of other clinicians with the radiologist(s) for 
diagnostic planning. Especially in complex cases, high-quality 

communication is necessary for handling multi-dimensional medical 
data, and to provide that, effective compression and distribution stra
tegies are needed (Aldemir et al., 2020; Fischer et al., 2010, 2015). 

3D visualization became a vital tool for analyzing tomographic 
medical data. Unfortunately, the generation of a clinically interpretable 
rendering requires a tedious procedure including several processing 
steps (such as segmentation) and adjustment of various parameters (i.e., 
optical and appearance-related parameters such as color and opacity) 
(Fischer et al., 2015). Moreover, reaching a consensus usually requires 
an iterative optimization process, during which the segmentation 
methods are executed several times prior to reaching desired 

Peer review under responsibility of Submissions with the production note ‘Please add the Reproducibility Badge for this item’ the Badge and the following footnote 
to be added:The code (and data) in this article has been certified as Reproducible by the CodeOcean: https://codeocean.com. More information on the Reproduc
ibility Badge Initiative is available at https://www.elsevier.com/physicalsciencesandengineering/computerscience/journals. 

* Corresponding author. 
E-mail addresses: erdogan.aldemir@deu.edu.tr (E. Aldemir), osvaldo.tapia@edu.uaa.mx (O. Arturo Tapia Dueñas), gulay.tohumoglu@deu.edu.tr (G. Tohumoglu), 
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1 Resumen

La tesis doctoral se centra en la visión por computadora y aborda la simplificación y compresión de datos

en imágenes y objetos 2D y 3D. El primer caṕıtulo presenta un enfoque novedoso basado en gramática libre

de contexto para detectar segmentos rectos en imágenes y propone un método de aproximación poligonal

para representar los segmentos lineales detectados. En el segundo caṕıtulo, la gramática libre de contexto

se extiende al caso tridimensional y se propone una técnica para simplificar objetos 3D utilizando nubes

de puntos y códigos de cadena. El tercer caṕıtulo propone un método de codificación de cadenas para

comprimir imágenes médicas tridimensionales utilizando códigos de cadena y trayectorias helicoidales. Los

resultados experimentales demuestran la efectividad y eficiencia de los métodos propuestos, avanzando

en la vanguardia de la simplificación y compresión de datos en visión por computadora. La tesis ofrece

nuevos enfoques y técnicas para la simplificación y compresión de datos en imágenes y objetos 2D y 3D,

con aplicaciones en diversos campos.
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2 Abstract

The doctoral thesis focuses on computer vision and addresses the simplification and compression of data

in 2D and 3D images and objects. The first chapter presents a novel approach based on context-free gram-

mar to detect straight segments in images and proposes a polygonal approximation method to represent

the detected linear segments. In the second chapter, the context-free grammar extends to the three-

dimensional case, and we proffer a technique to simplify 3D objects using point clouds and string codes.

The third chapter proposes a string encoding method for compressing three-dimensional medical images

using string codes and helical paths. Experimental results demonstrate the effectiveness and efficiency of

the proposed methods, Advancing the cutting edge in data simplification and compression in computer

vision. The thesis offers new approaches and techniques for data simplification and compression in 2D

and 3D images and objects, with applications in various fields.
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3 Introducción

La visión por computadora es una rama de la ciencia de la computación que se enfoca en desarrollar

algoritmos y sistemas que permitan a las máquinas interpretar y comprender la información visual de las

imágenes, v́ıdeos y objetos 3D, de la misma manera que lo hace el cerebro humano.

En otras palabras, la visión por computadora busca enseñar a las computadoras a “ver” y “enten-

der” las imágenes, v́ıdeos y objetos 3D, realizando tareas como clasificación, simplificación, compresión,

reconstrucción, entre otras. Esta tecnoloǵıa tiene aplicaciones en diversas áreas, incluyendo robótica, re-

conocimiento facial, vigilancia, medicina y la industria automotriz, por mencionar algunas. Por ejemplo,

la detección automática de tumores en imágenes médicas puede salvar vidas al permitir un diagnóstico

temprano y un tratamiento eficaz. De manera similar, la detección automática de defectos en piezas de

maquinaria en una ĺınea de producción puede mejorar la calidad y la eficiencia de la producción.

La simplificación y compresión de datos es una tarea importante en visión por computadora. La

simplificación de datos implica reducir la complejidad de una representación de datos sin perder demasiada

información importante, mientras que la compresión de datos se enfoca en reducir el tamaño de los datos

para que puedan ser almacenados o transmitidos de manera más eficiente.

En el contexto de la visión por computadora y el procesamiento de imágenes, la simplificación y

compresión de datos son importantes porque las imágenes,v́ıdeos y objetos 3D suelen ser muy grandes

y complejos. Por ejemplo, una imagen de alta resolución puede contener millones de ṕıxeles, lo que la

hace dif́ıcil de procesar o almacenar. Además, estas representaciones visuales del mundo real se generan

y se transmiten a través de redes de comunicaciones, por lo que su tamaño debe ser reducido para que se

puedan transmitir de manera eficiente.

El presente trabajo de tesis se enfoca en la simplificación de objetos en 2D y 3D, aśı como en la

compresión de imágenes médicas que representan objetos tridimensionales. En el segundo caṕıtulo se

4



describe la simplificación de imágenes binarias mediante la aproximación poligonal [1]. Para lograr esto,

utilizamos nuestra gramática libre de contexto presentada en [2], que nos permitió detectar segmentos

rectos en las imágenes. Luego, encontramos la aproximación poligonal óptima utilizando nuestros métodos

para modificar los puntos y eliminar aquellos que no presentan información importante.

En el tercer caṕıtulo se extiende la gramática libre de contexto al caso tridimensional [3], utilizando un

nuevo parámetro denominado δ para controlar la cantidad de capas sobre las cuales se aplica la gramática.

Además, se compró la invarianza ante rotación para asegurar que la secuencia de nubes de puntos 3D

represente simplificaciones consistentes del objeto original, independientemente de su orientación. Este

método permite obtener diferentes densidades de la nube de puntos, desde la más escasa hasta la más densa,

modificando los valores de cuatro parámetros. Los resultados muestran que esta secuencia de nubes de

puntos 3D representa diferentes simplificaciones del objeto original y cumple distintas necesidades, desde

una representación detallada con una reducción mı́nima de puntos hasta una simplificación significativa

que solo preserva las propiedades principales del objeto.

En el cuarto caṕıtulo, se presenta la propuesta de dos métodos de codificación de cadena para la

compresión de imágenes médicas tridimensionales [4]. El primer método mejora un diccionario de codifi-

cación de ángulos para generar una secuencia de śımbolos más compacta, mientras que el segundo utiliza

un camino helicoidal definido previamente [5] para representar objetos 3D con menos coordenadas. Los

resultados obtenidos muestran que ambos métodos superan a las técnicas ya existentes en términos de

eficiencia y calidad de la reconstrucción.

En resumen, este trabajo aborda la simplificación de objetos en 2D y 3D, aśı como la compresión

de imágenes médicas tridimensionales, proponiendo métodos novedosos que mejoran el estado del arte en

estas áreas.
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5 Gramáticas libres de contexto para

detectar segmentos rectos y un nuevo

método de aproximación poligonal

A continuación se presenta el art́ıculo publicado, cuyo t́ıtulo es: Context-free grammars to detect

straight segments and a novel polygonal approximation method
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A B S T R A C T

A new method for the polygonal approximation is presented. The method is based on the search for break
points through a context-free grammar, that accepts digital straight segments with loss of information, as
well as the decrease in the error committed employing the comparison of a tolerable error. We present an
application of our method to different sets of objects widely used, as well as a comparison of our results with
the best results reported in the literature, proving that our method achieves better values of error criteria.
Besides, a new way to find polygonal approximations, with context-free grammars to recognize digital straight
segments without loss of pixels, it is also addressed.

1. Introduction

In the topic of polygonal approximation for the shape of binary ob-
jects, in recent decades a large number of articles have been published.
These methods seek to obtain an efficient tradeoff between different
error criteria [1–15].

In 1954, Attneave [16] studied how the human being compresses
the information he receives from the world through visual perception.
This was achieved by considering perception as an information manage-
ment process, where much of the perceived information is redundant,
since the points with high curvature, that make up the contour of a
shape, are abundant in information content, therefore, they are fit and
sufficient to represent contour shapes. An example of this is reflected
in the experiment of his classic cat image, in which he identifies points
with a high curvature in a snapshot and is joined by segments of
continuous straight lines.

Following the Attneave experiment, various methods have been
proposed for the presentation of contours of 2D objects by polygonal
approximation, in which curve points (known as dominant points) and
line segments are used to join them. This coding causes loss since it
introduces some distortion errors. The error is permissible as long as
the visual alteration is considered insignificant. Some algorithms look
for minimize the number of dominant points (min-# problem) [17–19],
Prasad [20] proposes a non-parametric framework to identify the dom-
inant points using the Masood [9], RDP [21,22] and Carmona-Poyato
et al. [10] methods. In [23] is proposed a non-optimal but unsupervised
algorithm, called ICT-RDP, for the generation of polygonal approx-
imations based on the convex hull. Others focus on decreasing the
approximation error for a predefined number of vertices (problem min-
𝜀) [11,13,24,25], Sarkar [3] uses the F8 chain code in addition to four

∗ Corresponding author.
E-mail address: hsanchez@correo.uaa.mx (H. Sánchez-Cruz).

propositions to determine the locations. Carmona-Poyato et al. [26] use
a measure to identify what break points should be suppressed taking
into account an allowable error. Some techniques seek to solve both
the min-# and the min-𝜀 problems [4,5,15]. Masood [7] identifies the
break points using the F8 chain code, in which recursively removes and
rearranges the points. Kalaivani and Ray [15] propose a simple and
easy technique for the detection of break points through the strategy
of division (local deviation) and fusion (global deviation). As reported
in [15], in some of these works, the number of dominant points is
improved by sacrificing the integral square error (ISE), or vice versa. To
determine polygonal approximations of a shape in [27], they develop
an algorithm starting from coarse-level to more refined-level represen-
tation by varying the number of polygon sides. Ngo [28] proposes a
fully discrete structure, based on the notion of blurred segments, to
study the geometrical features on such curves and apply it in a process
of polygonal approximation. Kai, Shurong and Zhongjian [29] develop
a non-uniform rational B-spline interpolation scheme (NURBS). They fit
a NURBS curve efficiently through an optimal polygonal approximation
based on Mixed Integer Programming (MIP). Other authors use artifi-
cial intelligence, for example in [30], authors apply a coarse-grained
parallel genetic algorithm (CGPGA) to solve polygonal approximation
problem.

Some methods try to reduce the execution time [6,31,32].
Chetverikov and Szabó [33] propose a two-phase method, the first
consists of using either inscribed triangles of the same size where
vertices touch three points of the original contour or an angle where
intersect two lines that touch two points of the original contour, the
second phase is the elimination of dominant points using the Euclidean

https://doi.org/10.1016/j.image.2020.116080
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Fig. 1. An example of a shape: (a) only its contour and (b) its break points.

distance. Nain, et al. [34], propose a method to detect break points in
images with noise, they use the F8 chain code and the slope of straight
lines. Other techniques investigate how to be robust to noise [35–37].

Another application of the polygonal approximation approach is
for detection [38,39], Chabat, et al. [40] obtain the coordinates of
the corners by detecting them based on intensity patterns that are
anisotropic in several directions. Polygonal approximation is also used
for recognition [37,41], Singh et al. [42] use the RDP algorithm [21,22]
to obtain the break points needed in character recognition.

It is worth mentioning that while the use of the so-called key points
focuses on segmentation and classification problems in images, the
problem of detecting dominant points is carried out on closed curves,
i.e., object contours extracted from an image. On the one hand, a
number of works have appeared for the segmentation and extraction of
object contours, e.g., authors in [43] propose an edge-based superpixel
similarity measurement, which globally evaluates the similarity be-
tween superpixels by binary edge maps. Convolutional neural networks
(CNN) have also been used for the same purpose [44–50]. On the other
hand, there are studies that use key points to detect contours, relying on
modeling the problem using graph theory [51]. In the present research,
once a contour of a scene has been extracted from an image, the issue
of dealing with the optimal search for the so-called dominant points is
tackled.

Although there is previous work to solve graph-based problems
using neural networks [52]. Recently, research in deep learning for
graph-based problems optimization has been developed [53–55]. Even
more, although there is recent research that addresses the problem of
key point detection using deep learning, until now, CNN-based methods
have not been developed to search for dominant point detection, nor
have they been developed to optimize the error criteria that we have
addressed.

This paper proposes a new method for solving the min-# and min-
𝜀 problems using the language proposed in [56], the Dijkstra algo-
rithm [57] for the rearrangement of break points and a novel method
for the elimination of break points.

In Section 2 the main concepts and definitions used in this paper
are presented, whereas in Section 3 our proposed method to obtain
the dominant points is explained. On the other hand, in Section 4 the
application of our proposed method as well as the results are presented.
Finally, some conclusions and further work are given in Section 5. To
reproduce our results an open-source software is available.1

2. Concepts and definitions

In this section, a set of concepts and definitions that are used
throughout the paper are given.

1 https://github.com/OsvoT/Dominant-Points.

Definition 2.1. The points of a digital contour shape are given by

𝐶 = {𝑃𝑖(𝑥𝑖, 𝑦𝑖)|𝑖 = 1, 2,… 𝑛}, (1)

such that 𝑃𝑖−1 and 𝑃𝑖+1 are neighboring points of 𝑃𝑖, and the contour
shape is of size 𝑛.

Definition 2.2. A subset of 𝐶, called break points, is given by

𝐵 = {𝑃 𝑘 ∈ 𝐶|𝑘 = 1, 2,…𝑚,𝑚 ≤ 𝑛}, (2)

Definition 2.3. The final break points achieved from a series of
procedures to reduce them, are called dominant points (DP).

On the other hand, the following definitions are important for
handling the error criteria calculated in this paper.

Definition 2.4. Compression ratio is defined as the ratio between the
size of the contour shape and the number of DP, i.e.,

CR = 𝑛
DP

. (3)

Definition 2.5. Given two break points (𝑥𝑘, 𝑦𝑘) and (𝑥𝑘+1, 𝑦𝑘+1), a
continuous-line segment is defined. The distance between this segment
and the points of the contour cells is given by

𝑑2(𝑝𝑖, 𝑝𝑘𝑝𝑘+1) =
((𝑥𝑖 − 𝑥𝑘)(𝑦𝑘+1 − 𝑦𝑘) − (𝑦𝑖 − 𝑦𝑘)(𝑥𝑘+1 − 𝑥𝑘))2

(𝑥𝑖 − 𝑥𝑘+1)2 + (𝑦𝑖 − 𝑦𝑘+1)2
. (4)

Definition 2.6. The integral square error is the summation of the
square distance from the edges of approximating polygon to the contour
points, and is given by

ISE =
𝑛
∑

𝑖=1
𝑑2𝑖 . (5)

where 𝑑𝑖 is the distance from the 𝑖-th point cell of the contour to the
approximating polygon.

Definition 2.7. The figure of merit (FOM) defined by [3] is shown in
Eq. (6).

FOM = 𝑛
(DP)(ISE)

, (6)

Definition 2.8. The weighted sum of squared error is defined in
[17,58].

WE𝑖 =
ISE
CR𝑖 , (7)

where authors in [17] use 𝑖 = {1, 2, 3}.

Although different error criteria are used to prove polygonal ap-
proximation methods, in our work we focus on look for a fair tradeoff
between the number of dominant points (DP), compression ratio (CR),
integral square error (ISE), figure of merit (FOM) and weighted sum
of squared error (WE). In addition, we analyze the number of lost
pixels (LP), caused when enough number of DP are used to recover
the original contour with lossless of information.

3. Proposal method to obtain dominant points

In this section, we present our method for obtaining the DP, which
is achieved, first, by obtaining the break points, then, by eliminating
those that are unnecessary, and finally, by rearranging the remaining
ones in an optimal way.

2
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Fig. 2. First set of break points for Chromosome, when: (a) 𝑟 = 2, (b) 𝑟 = 1, (c) 𝑟 = 0.

Table 1
Comparison of error criteria due to different methods.

Shape Method DP ISE CR FOM WE WE2

Chromosome (𝑛 = 60) Wu [58] 16 4,700 3,750 0,798 1,253 0,334
Marji and Siy [25] 10 10,010 6,000 0,599 1,668 0,278
Masood [8] 15 3,880 4,000 1,031 0,970 0,243
Carmona-Poyato et al. [10] 15 4,270 4,000 0,937 1,068 0,267
Nguyen and Debled-Rennesson [13] 18 4,060 3,333 0,821 1,218 0,365
Parvez [19] 11 7,090 5,455 0,769 1,300 0,238
Kalaivani and Ray [15] 11 7,770 5,455 0,702 1,425 0,261
Proposed 16 3,546 3,750 1,058 0,945 0,252

Leaf (𝑛 = 120) Wu [58] 24 15,930 5,000 0,314 3,186 0,637
Marji and Siy [25] 17 28,670 7,059 0,246 4,062 0,575
Masood [8] 23 9,460 5,217 0,552 1,813 0,348
Carmona-Poyato et al. [10] 23 10,680 5,217 0,489 2,047 0,392
Nguyen and Debled-Rennesson [13] 33 5,56 3,636 0,654 1,529 0,420
Parvez [19] 21 11,980 5,714 0,477 2,097 0,367
Kalaivani and Ray [15] 20 14,720 6,000 0,408 2,453 0,409
Proposed 24 8,994 5,000 0,556 1,799 0,360

Semicircle (𝑛 = 102) Wu [58] 26 9,040 3,923 0,434 2,304 0,587
Marji and Siy [25] 15 22,700 6,800 0,300 3,338 0,491
Masood [8] 26 4,05 3,923 0,969 1,032 0,263
Carmona-Poyato et al. [10] 26 4,910 3,923 0,799 1,252 0,319
Nguyen and Debled-Rennesson [13] 25 5,420 4,080 0,753 1,328 0,326
Parvez [19] 15 18,220 6,800 0,373 2,679 0,394
Kalaivani and Ray [15] 13 27,580 7,846 0,284 3,515 0,448
Proposed 26 4,054 3,923 0,968 1,033 0,263

Infinity (𝑛 = 45) Wu [58] 13 5,780 7,846 1,357 0,737 0,094
Masood [8] 11 2,900 9,273 3,197 0,313 0,034
Carmona-Poyato et al. [10] 10 5,290 10,200 1,928 0,519 0,051
Parvez [19] 7 7,690 14,571 1,895 0,528 0,036
Kalaivani and Ray [15] 9 5,260 11,333 2,155 0,464 0,041
Proposed 12 2,395 8,500 3,549 0,282 0,033

3.1. Break points detection

To obtain our first set of break points, we find the endpoints of the
digital straight segments (DSS). To do this, we encode the shape of
the contour using the Freeman’s Angle chain code of eight directions
(AF8) [56,59]. Then, we obtain the break points by looking for the
symbol strings that belong to the subset of a context-free grammar [56],
given by Eq. (8), which geometrically represents DSS.

𝐿 = {𝑥𝑎𝑝(𝑏ℎ𝑎𝑞)𝑟, 𝑥𝑎𝑝(ℎ𝑏𝑎𝑞)𝑟 |𝑥 ∈ {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔, ℎ}}, (8)

where 𝑝, 𝑞, 𝑟 are integers that indicate the number of times the symbol
or substring in parentheses appears concatenated, 𝑥 is the label for
the break points and 𝑎, 𝑏,… , ℎ are symbols of the AF8 code. Con-
sider a contour of size 𝑛, like the one shown in Fig. 1(a). Starting
with the upper and leftmost pixel, its AF8 chain code is 𝑆𝐴𝐹8 =
𝑐𝑎𝑎𝑐𝑔𝑎ℎ𝑏𝑎𝑏𝑏𝑎𝑐ℎ𝑏𝑎ℎ𝑏𝑎𝑎𝑎𝑐𝑎𝑎𝑎𝑎, which also can be written as 𝑆𝐴𝐹8 =
𝑐𝑎2𝑐𝑔𝑎ℎ𝑏𝑎𝑏𝑏𝑎𝑐ℎ𝑏𝑎ℎ𝑏𝑎3𝑐𝑎4. Fig. 1(b) shows the path followed to obtain
the chain code. As can be observed, the chain code has the same
form of any of the strings of Eq. (8). It can be written as 𝑆𝐴𝐹8 =
𝑥𝑎2

⏟⏟⏟
𝑥

⏟⏟⏟
𝑥𝑎ℎ𝑏𝑎
⏟⏟⏟

𝑥
⏟⏟⏟

𝑥𝑎
⏟⏟⏟

𝑥ℎ𝑏𝑎ℎ𝑏𝑎3
⏟⏞⏞⏟⏞⏞⏟

𝑥𝑎4
⏟⏟⏟

= 𝑥𝑎𝑝
⏟⏟⏟

𝑥
⏟⏟⏟

𝑥𝑎𝑝(ℎ𝑏𝑎𝑞)𝑟
⏟⏞⏞⏞⏟⏞⏞⏞⏟

𝑥
⏟⏟⏟

𝑥𝑎𝑝
⏟⏟⏟

𝑥(ℎ𝑏𝑎𝑞)𝑟
⏟⏞⏟⏞⏟

𝑥𝑎𝑝
⏟⏟⏟

, where every 𝑥 symbol repre-

sents a break point (i.e., there are seven DSS in this example) and
parameters 𝑝, 𝑞 and 𝑟 satisfy 0 ≤ 𝑝 ≤ 4, 0 ≤ 𝑞 ≤ 3, 0 ≤ 𝑟 ≤ 2. Fig. 1(b)
shows the obtained break points depicted in dark circles.

When looking for the polygon that adequately represents the shape
of the object, one of the problems to face is to decrease the ISE as much
as possible, without increasing the number of DP too much. Part of our
method is to impose a tolerable error, even close to those obtained by
recent authors.

We apply the detection of break points as follows.
Calculate the maximum values of 𝑝, 𝑞 and 𝑟: 𝑝𝑚𝑎𝑥, 𝑞𝑚𝑎𝑥 and 𝑟𝑚𝑎𝑥,

respectively.
Find the first set of break points as explained above. Let 𝑑(𝑃𝑘, 𝑃𝑘+1)

be the Euclidean distance between two break points, and 𝑠(𝑃𝑘, 𝑃𝑘+1) the
perimeter chord that connects the same points. Define a tolerable error,
T, and share it with the errors committed by the break points, using the
Eq. (9).

ISE𝑘,𝑘+1 ≤
T
𝑠𝑑

, (9)

3
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Fig. 3. Break points suppression example.

where T is associated to each segment 𝑃𝑘, 𝑃𝑘+1, i.e., the value of T is
approximately distributed to each error area by the product 𝑠𝑑. The
denominator 𝑠𝑑, comes from the knowledge that the area subtended
by an arc 𝑠, with radius 𝑟, is smaller than the product 𝑟𝑠. Particularly,
the area that subtends half a circle is 𝐴 = 𝜋𝑟2∕2, while the product of
the arc by the diameter is 𝐴′ = 2𝜋𝑟2, where clearly 𝐴 ≤ 𝐴′. Therefore, in
general, 𝑠𝑑 is greater than the error committed for the segment 𝑃𝑘, 𝑃𝑘+1.
Of course, T allows to calculate the details of the shape as it is handled.

The smaller T is, the more break points appear and therefore a more
detailed representation of the original contour can be obtained.

For segments that do not satisfy the inequality of Eq. (9) do: if
𝑟∕2 ≤ 0.5 then 𝑟 → 0, otherwise 𝑟 → 𝑟𝑜𝑢𝑛𝑑(𝑟∕2), where round() rounds to
the floor when decimal part of 𝑟∕2 is smaller than 5, otherwise rounds
to the ceiling. This assignment allows the algorithm to work well on
low curvatures, causing more break points to appear.

4
11



O.A. Tapia-Dueñas and H. Sánchez-Cruz Signal Processing: Image Communication 91 (2021) 116080

Fig. 4. Representation of the problem for obtaining the best polygonal approximation.

Table 2
Comparisons of the proposed method with other polygonal approximation methods.

Shape Method DP ISE CR FOM WE WE2

Shark Algo 1 23 76,68 12,74 0,166 6,019 0,472
𝑛 = 293 APS 21 72,70 13,95 0,192 5,211 0,373

FDP 19 105,00 15,42 0,147 6,809 0,442
Proposed 20 66,91 14,65 0,219 4,567 0,312

Cup Algo 1 21 160,70 19,29 0,120 8,333 0,432
𝑛 = 405 APS 11 238,45 36,82 0,154 6,476 0,176

FDP 17 159,56 23,82 0,149 6,697 0,281
Proposed 12 99,39 33,75 0,340 2,945 0,087

Stingray Algo 1 25 118,66 13,12 0,111 9,044 0,689
𝑛 = 328 APS 23 121,38 14,26 0,117 8,511 0,597

FDP 20 165,40 16,40 0,099 10,085 0,615
Proposed 20 106,47 16,40 0,154 6,492 0,396

Heart Algo 1 37 71,21 8,19 0,115 8,695 1,062
𝑛 = 303 APS 17 85,67 17,82 0,208 4,807 0,270

FDP 30 68,01 10,10 0,149 6,734 0,667
Proposed 20 63,36 15,15 0,239 4,182 0,276

As an example, consider the Chromosome shape given in Fig. 2.

Starting from the top and leftmost pixel, its AF8 code is given by

𝐶 = 𝒄𝑎𝒄𝑎𝑏ℎ𝒃𝑎𝒉𝒈𝑎ℎ𝑏ℎ𝑏𝒃𝒃𝒃𝑎𝑎𝑏ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝒃𝒃𝒄𝑎ℎ𝑏𝒉𝑎𝒇𝑎𝑏ℎ𝒃𝒃𝒃𝒄𝒉𝑎𝑏ℎ𝑎𝑎𝑎𝑎

𝒉𝒃𝑎ℎ𝑏𝒉, whose length is 𝑛 = 60.

Note that the symbols in bold correspond to the 𝑥 symbol of Eq. (8).
This is represented in pixels with yellow balls in Fig. 2(a). Also, the
maximum number of concatenations of 𝑎, after one 𝑥, is two, while
after a substring ℎ𝑏 (or bh) is eight. We also note that the maximum
number of concatenated substrings containing ℎ𝑏 (or 𝑏ℎ) is two; thus,
(𝑝, 𝑞, 𝑟) = (2, 8, 2). On the other hand, there may be segments such that
the ISE is greater than the tolerable error shared between the break
points, given by Eq. (9), with which we have the possibility of obtaining
more break points. Therefore, we apply: if 𝑟∕2 ≤ 0.5 then 𝑟 → 0,
otherwise 𝑟 → 𝑟𝑜𝑢𝑛𝑑(𝑟∕2). Fig. 2(b) shows, in yellow balls, how more
break points arise. We repeat the above procedure until Eq. (9) fails.
Fig. 2(c) shows the case in which 𝑟 = 0.

At the end of the process, Eq. (10) must be satisfied.

ISE1,2 + ISE2,3 …ISE𝑚,1 ≤ T. (10)

3.2. Break points elimination

To obtain a final small number of DP, properly reduce the number
of break points as follows:

1. For break points 𝑃 1, 𝑃 2,…𝑃𝑚−1, 𝑃𝑚 make a list, 𝐿𝑖𝑠𝑡1 = [ISE1,2,
ISE2,3,… , ISEm,1].
For break points 𝑃 1, 𝑃 3, 𝑃 2, 𝑃 4,… , 𝑃𝑚−1, 𝑃 1, 𝑃𝑚, 𝑃 2 make an-
other list, 𝐿𝑖𝑠𝑡2 = [ISE1,3, ISE2,4,… , ISEm−1,1, ISEm,2].

2. From 𝐿𝑖𝑠𝑡2, choose the smallest ISEk,k+2 that we define as ISEMin.

5
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Table 3
Comparison of error criteria using a third set of shapes.

Fernández-García et al. [14]:

Shape 𝑛 DP CR ISE FOM WE WE2

Bell-7 406 23 17,652 166,207 0,106 9,416 0,533
Device6-9 1590 33 48,18 370,277 0,130 7,685 0,160
Ray-17 689 35 19,686 242,437 0,081 12,315 0,626
Truck-07 277 40 6,925 23,983 0,289 3,463 0,500
Bell-10 1202 42 28,619 694,800 0,041 24,278 0,848

Kalaivani and Ray [15]:

Shape 𝑛 DP CR ISE FOM WE WE2

Bell-7 406 20 20,300 166,855 0,122 8,219 0,405
Device6-9 1590 33 48,182 308,990 0,156 6,413 0,133
Ray-17 689 30 22,967 318,591 0,072 13,872 0,604
Truck-07 277 40 6,925 22,793 0,304 3,291 0,475
Bell-10 1202 36 33,389 932,880 0,036 27,940 0,837

Proposed:

Shape 𝑛 DP CR ISE FOM WE WE2

Bell-7 406 20 20,35 147,206 0,238 4,197 0,278
Device6-9 1590 32 49,688 287,8801 0,173 5,794 0,117
Ray-17 689 30 22,967 221.946 0,104 9,664 0,421
Truck-07 277 36 7,694 21,917 0,351 2,848 0,370
Bell-10 1202 35 34,4 573.018 0,060 16,658 0,484

Table 4
Comparison of error criteria due to different methods.

DP ISE CR FOM WE WE2 DP ISE CR FOM WE WE2

Africa; 𝑛 = 291 Plane1; 𝑛 = 462

Carmona 26 93,62 11,19 0,12 8,36 0,75 Carmona 37 104,82 12,49 0,12 8,39 0,67
RDP 38 37,02 7,66 0,21 4,83 0,63 RDP 40 67,57 11,55 0,17 5,85 0,51
Masood 39 25,89 7,46 0,29 3,47 0,47 Masood 52 31,49 8,88 0,28 3,54 0,40
Proposed 38 22,89 7,74 0,34 2,96 0,38 Proposed 53 30,53 8,74 0,29 3,49 0,40

Maple leaf ; 𝑛 = 424 Plane3; 𝑛 = 431

Carmona 53 91,78 8,00 0,09 11,47 1,43 Carmona 39 92,99 11,05 0,12 8,41 0,76
RDP 58 53,11 7,31 0,14 7,27 0,99 RDP 45 56,46 9,58 0,17 5,89 0,62
Masood 105 15,29 4,04 0,26 3,79 0,94 Masood 54 32,06 7,98 0,25 4,02 0,50
Proposed 105 15,36 4,04 0,27 3,78 0,93 Proposed 52 29,8 8,29 0,28 3,60 0,43

Rabbit ; 𝑛 = 293 Screw driver ; 𝑛 = 253

Carmona 38 66,64 7,71 0,12 8,64 1,12 Carmona 14 138,59 18,07 0,13 7,67 0,42
RDP 40 35,98 7,33 0,20 4,91 0,67 RDP 16 34,52 15,81 0,46 2,18 0,14
Masood 45 21,67 6,51 0,30 3,33 0,51 Masood 16 24,68 15,81 0,64 1,56 0,10
Proposed 43 21,2 6,81 0,32 3,11 0,46 Proposed 15 23,18 19,93 0,73 1,37 0,08

Dog ; 𝑛 = 343 Tin opener ; 𝑛 = 278

Carmona 54 54,26 6,35 0,12 8,54 1,34 Carmona 39 73,08 7,13 0,10 10,25 1,44
RDP 52 44,81 6,60 0,15 6,79 1,03 RDP 42 33,99 6,62 0,19 5,14 0,78
Masood 54 32,51 6,35 0,20 5,12 0,81 Masood 45 20,69 6,18 0,30 3,35 0,54
Proposed 55 32,10 6,33 0,19 5,07 0,80 Proposed 43 20,59 6,76 0,42 2,40 0,36

Hammer ; 𝑛 = 388 Plane4; 𝑛 = 450

Carmona 14 57,96 27,71 0,48 2,09 0,08 Carmona 41 127,93 6,78 0,05 18,87 2,78
RDP 16 55,17 24,25 0,44 2,28 0,09 RDP 46 68,62 6,04 0,09 11,35 1,88
Masood 15 38,35 25,87 0,67 1,48 0,06 Masood 68 16,92 4,09 0,24 4,14 1,01
Proposed 15 37,75 25,87 0,69 1,45 0,06 Proposed 67 16,24 6,76 0,42 2,40 0,36

3. From 𝐿𝑖𝑠𝑡1, let ISET =
∑m

k=1 ISEk,k+1, and update as follows,

ISET → ISET − (ISEk,k+1 + ISEk+1,k+2),

and then,

ISET → ISET + ISEMin

4. If (ISET ≤ T) then remove P𝑘+1, remove ISE𝑘,𝑘+1 and ISE𝑘+1,𝑘+2
from 𝐿𝑖𝑠𝑡1 and add ISEMin. Go to step 1. Else, stop.

As an example of the break points elimination, Fig. 3 illustrates part
of the algorithm to follow. The ISE values in 𝐿𝑖𝑠𝑡1 of initial break points
are placed, while in 𝐿𝑖𝑠𝑡2 the errors are ordered alternately by pairs of
odd and even break points. Part of this step corresponds to the case
of Fig. 3(a) and (b). Considering T = 4, Fig. 3(a) shows the polygon

obtained from the break points, which were found with the language 𝐿
of Eq. (8) as well as the condition given in Eq. (9), whereas in Fig. 3(b)
𝐿𝑖𝑠𝑡2 of Step 1 is obtained.

Next, the lower ISE value, ISEMin, and its corresponding break points
pair are searched. See Fig. 3(c). On the other hand, Fig. 3(d) and (e)
show that Step 3 is executed and the value of the errors between the
three break points is subtracted, whereas the error due to the two
contiguous break points are added in 𝐿𝑖𝑠𝑡1. Once the total error is less
than the tolerable one, the intermediate break point is removed. This
is shown in Fig. 3(f), which corresponds to Step 4. The algorithm is
repeated until the condition of Step 4 is not satisfied. The next iteration
is given by Steps 1, 2, 3 and 4, which correspond to Fig. 3(g), (h),
(i) and (j), respectively. And so on. The penultimate iteration that
corresponds to Step 1, is shown in Fig. 3(k) and (l), whereas Step 2
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Table 5
Comparison of error criteria due to each part of the proposed methods.

DP ISE CR FOM WE WE2 DP ISE CR FOM WE WE2

Chromosome; T = 3,88 Cup; T = 159,56

BPs detection 37 0 1,62 ∞ 0 0 BPs detection 127 9,65 3,18 0,33 3,03 0,95
BPs detection + BPs elimination 18 3,33 3,33 1 1 0,3 BPs detection + BPs elimination 13 123,39 31,08 0,25 3,96 0,13
BPs detection + BPs elimination + 16 3,5 3,75 1,07 0,93 0,25 BPs detection + BPs elimination + 12 99,39 33,67 0,34 2,95 0,09BPs Rearrangement BPs Rearrangement

Africa; T = 25,89 Device6-9; T = 330,00

BPs detection 113 3,74 2,6 0,7 1,45 0,56 BPs detection 360 84.82 4,42 0,01 19,2 4,35
BPs detection + BPs elimination 43 23,97 6,84 0,29 3,54 0,52 BPs detection + BPs elimination 35 324,8 45,43 0,02 7,15 0,16
BPs detection + BPs elimination + 38 22,89 7,74 0,34 2,99 0,39 BPs detection + BPs Elimination + 32 287,88 49,69 0,04 5,8 0,12BPs Rearrangement BPs Rearrangement

Table 6
Context-free grammars that recognize DSS without loss of pixels and some examples
of DSS.

Table 7
Parameters of the context-free grammars used in examples given in Table 6.

𝑝 𝑞 𝑟 𝑡

(a) 2 3 0 1
(b) 1 4 1 1
(c) 0 1 2 0
(d) 1 4 1 2
(e) 4 9 1 4
(f) 1 2 2 2
(g) 0 1 5 0
(h) 0 1 5 0

is shown in Fig. 3(m) and (n), and Steps 3 and 4 are illustrated in

Fig. 3(o) and (p), respectively. The last iteration of Step 1 is illustrated

in Fig. 3(p), whereas Fig. 3(q) and (r) illustrates Step 2. Finally Fig. 3(s)

and (t), correspond to Steps 3 and 4, respectively. Fig. 3(t) shows that

the final break points are 18.

The previous algorithm allows us to eliminate break points until

the ISE is greater than the tolerable. However, although the above

algorithm reduces break points by a certain amount, the following

procedure allows us to reduce them even further.

3.3. Break points rearrangement

In order to obtain a polygon with the smallest possible perimeter, a
closed path must be established, which begins and ends at the same
starting point. Of course, the search for the shortest path results in
the rearrangement of the break points obtained from the elimination
described in the previous subsection.

Take the option of moving from each break point to one of the
neighboring points of the next break point. Our experiments suggest
that they may be within a radius of 2 of each break point. Then, for
each break point, 𝑃 𝑘, there are five candidate points to be the next
break point, thus forming five possible graphs, whose initial nodes are
𝑃 1
𝑛−1, 𝑃

1
𝑛 , 𝑃 1

1 , 𝑃 1
2 and 𝑃 1

3 , where 𝑃 1
𝑛−1, 𝑃

1
𝑛 , 𝑃 1

2 and 𝑃 1
3 are neighboring

points of 𝑃 1
1 , in a neighborhood of radius 2, respectively.

The problem of achieving a minimum closed path, from the starting
point to itself, produced by the approximate polygon, is equivalent to
finding the minimum distance, with the minimum ISE value due to the
𝑚 break points on the above-mentioned graphs. Fig. 4 shows the graphs
produced, in which 𝑣 = {𝑛 − 2, 𝑛 − 1, 1, 2, 3} in 𝑃 1

𝑣 .

Algorithm 1: General pseudocode
1 Obtain 𝑝𝑚𝑎𝑥, 𝑞𝑚𝑎𝑥, 𝑟𝑚𝑎𝑥;
2 do
3 Find break points using context-free grammar with

𝑝𝑚𝑎𝑥, 𝑞𝑚𝑎𝑥, 𝑟𝑚𝑎𝑥;
4 Calculate ISE for all break points and record it in 𝐿𝑖𝑠𝑡1;
5 𝑟𝑚𝑎𝑥 → 𝑟𝑚𝑎𝑥∕2
6 while there is a 𝐿𝑖𝑠𝑡1[𝑖] > T∕𝑠𝑑;
7 𝐿′ → {};
8 do
9 if 𝐿′ is not empty then
10 𝐿𝑖𝑠𝑡1 → 𝐿′;
11 end
12 Break points elimination();
13 Break points rearrangement() ;
14 Calculate ISE for all break points and record in 𝐿′;
15 while 𝐿′ ≠ 𝐿𝑖𝑠𝑡1;

Applying the Dijkstra algorithm [57] we can obtain the set of 𝑚
break points that conform to the polygon with the smallest possible
perimeter. For this, we find the minimum distance due to each initial
point 𝑃 1

𝑣 to itself: 𝑚𝑖𝑛{𝑑(𝑃 1
𝑣 , 𝑃

1
𝑣 )}, and, finally, we search the shortest

path (not the trivial) of the five cases: 𝑚𝑖𝑛
𝑣
{𝑚𝑖𝑛{𝑑(𝑃 1

𝑣 , 𝑃
1
𝑣 )}}.

Algorithm 1 summarizes the steps followed to obtain the DP ex-
plained in this section.

4. Experiments and results

We applied our proposed method to different sets of shapes used
in the literature. The results from the first set, given by the common
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Fig. 5. Comparison methods: (a) Algo1, (b) APS, (c) FDP and (d) Proposed.

shapes, such as Chromosome, Leaf, Semicircle and Infinity, compared to
other authors are presented in Table 1.

Of course, CR is inversely proportional to DP. Therefore, we con-
sider one of the two parameters as significant, for example DP.

As we can observe, our method is the one that most times appears
with the best parameters, mainly in ISE, FOM, WE and WE2.

On the other hand, we tested our method for objects with greater
resolution. The comparison with Algo 1, APS (applying automatic sim-
plification process) and FDP (fixing the desired number of DP) reported
recently by Nasser et al. [60] is given in Table 2, while Fig. 5 shows
the best approximate polygons due to each of the methods. From the
results of this test it follows that, in the case of the DP criterion, APS
is better for two cases: Cup and Heart, while FDP is better for the other
two: Shark and Stingray. However, our method has better error criteria
in ISE, FOM, WE and WE2 for all objects except Heart, in which APS is
best for WE2.

Comparing our method with another set of shapes, Table 3 shows
the results with some MPEG-7 dataset shapes and the comparison with
Fernández- García [14] and Kalaivani and Ray [15]. As a result of this
experiment, it can be seen that our method achieves 100% of the best
error criteria, concerning 8% of [15]. Of course, it should be noted that
in the case of Bell-7 and Ray-17, [15] and proposed methods are tied
with the same DP number.

A final test set is the one that has been used to compare methods
such as Masood [8], Ramer, Douglas and Peucker (RDP) [21,22] and
Carmona-Poyato [10]. Choosing the results of these methods with the
best ISE and FOM values, Table 4 presents the comparisons with our
proposed method.

From these results, we can observe that, although most of Carmona’s
DP values are the best, the rest of the error criteria due to our method
have the best performance except the ISE of Maple leaf and FOM of
Dog, where the Masood method obtained better results. In Fig. 6 the
comparison of two methods is shown: ours (red vertices) and Masood
(green vertices), while the vertices that are in yellow, represent those
that were found by both methods.

4.1. Effectiveness of each part of the proposed method

To verify the effectiveness of each part of our proposed method, the
results of Brake points detection, Brake points detection+Break points
elimination, Brake points detection+Break points elimination+Break
points rearrangement are analyzed. To do this, we have chosen the
above representative samples, from the sets of objects used to test our
method. The results are shown in Table 5, in which can be observed
that Brake points detection obtains a very small value of ISE regarding
the tolerable one, T. In this step, the number of DP is the highest of
the whole process. However, in Brake points detection+Break points
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Fig. 6. Methods of comparison of the fourth set of shapes. The red points are obtained by our method, while the green ones are from Masood and the yellow points are due to
both methods.

elimination the number of break points is reduced by more than half,
considering, also, that ISE does not exceed T. This is achieved in all
cases. Finally, we enter a cycle of elimination and rearrangement of
break points, to reduce the number of them and maintain an ISE lower
than T. It is worth mentioning that ISE can fluctuate increasing or
decreasing in different iterations of the algorithm, but never exceeding
T. The other error criteria, CR, FOM, WE, WE2, depend on DP and ISE
following their own definitions and the behavior given by the Eqs. (3),
(6) and (7), respectively.

4.2. Error criteria tradeoff

Now, a question arises: How much can the number of DP be sac-
rificed with respect to the integral square error to have a good error
criterion? To handle this tradeoff, Sarkar [3] introduced the Eq. (6).
The calculation of the error criteria, ISE, DP and FOM shows interesting

results in Fig. 7. On the one hand, it is observed that the FOM value is
maximum (infinite) when the tolerable error is zero. This means that
there is no loss of information when approximating the polygon to the
original shape.

Although the main challenge is to reduce the ISE and the DP,
over time there have been methods that, in order to decrease ISE, the
number of DP has been sacrificed, thereby existing a tradeoff between
them that can be reflected in other the error criteria. In Fig. 8 it can be
appreciated that different authors have reduced ISE despite the increase
in DP for the case of Chromosome.

Clearly, the fact of obtaining a set of DP that represents the shape of
the object implies finding the least number of them without sacrificing
too much the ISE. However, if we want to lose fewer pixels in the
reconstruction of the shape, then we would have to spend more points,
with the subsequent decrease of the ISE. It is possible to recover the
original shape, without loss of pixels, even though the ISE is different
from zero.

9
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Fig. 7. Tradeoff between DP, ISE and FOM for (a) Chromosome, (b) Cup, (c) Africa and (d) Device6-9 shapes, respectively.

In this work, we also consider the number of pixels that are lost (LP)
when decoding is carried out to recover the shape. The reasons are as
follows. Once the DP is found, if decoding is done, the lost pixels can be
counted. The approximate polygon is obtained by considering the pixels
that contain part of the continuous straight segments given by DP pairs.
Starting with the first DP to decode, the 1-pixel in its 8-neighborhood
for decoding is chosen when it contains the longest continuous straight
line segment length. If the neighboring cell with the largest segment

coincides with the 1-pixel of the original contour, then the pixel is not
lost, otherwise it is a lost pixel.

Following this approach, a set of grammars that provide DP with the
central condition, i.e. LP = 0, are proposed. We start with the simplest
case, where a string of 𝑝 𝑎’s represents a DSS of pixels with no change
of direction. So, a type of DSS is recognized by the grammar 𝑥𝑎𝑝,
where 𝑥 ∈ {𝑎, 𝑏, 𝑐, 𝑑, 𝑒, 𝑓 , 𝑔, ℎ}. Other set of DSS is represented by the
string 𝑥𝑏ℎ (or 𝑥ℎ𝑏), concatenated by 𝑝 𝑎’s to the left and 𝑡 𝑎’s to the
right. To maintain the central condition, the difference of 𝑎’s on both
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Fig. 8. Relationship between the DP and the ISE proposed by different authors.

Fig. 9. An approximate polygon for Shark. There are 73 DSS, such that LP = 0.

sides do not exceed more than one, i.e., |𝑝 − 𝑡| ≤ 1, and the string
𝑥𝑎𝑝𝑏ℎ𝑎𝑡 is achieved. If we concatenate another substring 𝑏ℎ𝑎𝑞 (or ℎ𝑏𝑎𝑞)
to the right of 𝑎𝑝 it results in the substring 𝑥𝑎𝑝𝑏ℎ𝑎𝑞𝑏ℎ𝑎𝑡. The amount
of 𝑎’s between the two 𝑏ℎ’s depends on 𝑝 and satisfies the inequality
2𝑝 ≤ 𝑞 ≤ 2(𝑝+1). Thus, we can obtain a second grammar that recognizes
a DSS: 𝑥𝑎𝑝(𝑏ℎ𝑎𝑞)𝑟𝑏ℎ𝑎𝑡, where 𝑡 ≥ 0, 2𝑝 ≤ 𝑞 < 2(𝑝 + 1) and |𝑝 − 𝑡| ≤ 1. As
the reader can verify, this grammar has the characteristic that, although
any amount (𝑟 times) of 𝑏ℎ𝑎𝑞 is concatenated, the central condition is
satisfied.

Table 6 summarizes the context-free grammars found in the previ-
ous analysis, and shows some DSS examples, whereas Table 7 shows
the parameter values used in the DSS of the examples given in Table 6.
On the other hand, Table 8 shows the results of applying the grammars
mentioned above to a set of shapes, where they are compared between
the cases with loss and without loss. In the case of Shark, we found that

there are 3.65 times more DP to obtain LP = 0 than the DP obtained
when LP ≠ 0. However, it represents 24.91% of its contour. Hammer
the one that less number of DP uses, with 24.87%, and Stingray the
one that more, with 45% of its contour.

As an example of the use of the grammars (1) and (2) of Table 6, in
the case of Shark, each of the DSS that make up its contour is shown
in Fig. 9 and displayed in detail in Table 9.

4.3. Complexity

The complexity of the proposed method can be obtained as follows:
to obtain the break points it is necessary to visit the contour, which
requires an order 𝑂(𝑛), while to calculate ISE the order is 𝑂(𝑚2), where
𝑚 is the number of break points obtained. The previous two operations
are performed iteratively by reducing 𝑟 by a half, which gives us a
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Table 8
Comparison of error criteria with loss and without loss of pixels.

𝑛 DP ISE FOM 𝑛 DP ISE FOM

Shark Africa

LP = 0 293 73 11,871 0,338 LP = 0 291 77 12,515 0,305
LP ≠ 0 293 20 66,910 0,219 LP ≠ 0 291 39 23,036 0,327

Cup Hammer

LP = 0 405 135 8,358 0,260 LP = 0 388 97 24,486 0,164
LP ≠ 0 105 12 99,390 0,340 LP ≠ 0 388 15 37,657 0,690

Heart Stingray

LP = 0 303 134 4,625 0,489 LP = 0 328 149 11,780 0,187
LP ≠ 0 303 20 63,364 0,239 LP ≠ 0 328 22 90,606 0,165

Table 9
Each of the DSS is recognized by the grammars (1) and (2) in the contour of Shark.
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𝑂(𝑙𝑜𝑔2(𝑟)) order. So, to obtain the break points the method requires
𝑂(𝑙𝑜𝑔2(𝑟))(𝑂(𝑛) + 𝑂(𝑚2)).

On the other hand, the elimination process is made up of two
independent threads. The first searches for the ISE𝑚𝑖𝑛 (it takes 𝑂(𝑚))
and in the second a break point is removed if ISE𝑚𝑖𝑛 plus the rest of
ISEs are equal to or less than T (what takes 𝑂(𝑚)), so a time of 𝑂(2𝑚)
for elimination process is required.

Finally, as we know, when using Dijkstra’s algorithm to calculate the
minimum distance, in the rearranging process, the complexity for the
worst case is 𝑂(|𝑉 |

2), where 𝑉 is the number of vertices that contains
the graph that represents the problem to be treated. In our problem, the
number of vertices is given by considering that we have 5(𝑚 − 1), plus
two extra vertices: the beginning and the end of a graph. Since there
are five graphs, we have a total of 5(5(𝑚− 1) + 2) vertices. Let us recall
that we are using a radius of 2 (five break points) of the vicinity of each
break point. So, 𝑂([5(5(𝑚 − 1) + 2)]2). Again, computing ISE on break
points is 𝑂(𝑚2). This process is achieved for each break point, so, the
total complexity is 𝑂(𝑚)[𝑂(2𝑚)+𝑂[5(5(𝑚−1)+2)]2]+𝑂(𝑚2). Therefore,
the total complexity of our method is at most 𝑂(𝑚3).

We ran our method on an Intel (R) Core (TM), i7-8706G computer,
at 3.10 GHz, 3.10 GHz CPU and 16 GB RAM. On average, the time used
in our tests was 217.61 ms.

5. Conclusions and further work

We have presented a polygonal approximation method that im-
proves the error criteria commonly used in the literature. Our method
is based primarily on the search for a set of break points, which are
obtained from a context-free grammar, to subsequently reduce the
quadratic integral error through the imposition of a tolerable error.
Then, we perform an elimination and rearrangement of break points
optimally, until the final dominant points are obtained. The complexity
of our method does not exceed that of optimal algorithms like those
of Masood. On the other hand, we have addressed the challenge of
obtaining polygonal approximation without loss of information, by
searching different context-free grammars, such that they recognize
digital straight segments without loss of pixels. For further work, a
theoretical development could be carried out to find the minimum
number of digital straight segments, so that there are no lost pixels.

The problem of DP detection and error criteria tradeoff optimization
using deep learning and graph-based methods should be investigated.
A future work to compare our method with deep learning optimization
methods is recommended, such as CNN or graph-based theory with
deep learning, which warrants further extensive research.
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3D object simplification using chain code-based point
clouds

Osvaldo A. Tapia-Dueñas1 ·Hermilo Sánchez-Cruz1 ·Hiram H. López2

Abstract
This work aims to obtain a sequence of 3D point clouds associated with a 3D object that
reduces the volume data and preserves the shape of the original object. The sequence con-
tains point clouds that give different simplifications of the object, from a very fine-tuned
representation to a simple and sparse one. Such a sequence is important because it satisfies
different needs, from a faithful representation with a low reduction of points to a signifi-
cant data reduction that only preserves the main properties of the object. We construct the
sequence in the following way. We first obtain a voxelization of the original 3D object.
Then, we organize the voxels by slices to get a single chain code that represents the original
3D object. The point clouds depend on the key points of the chain code. The Hausdorff dis-
tance and the average geometric error prove that the point clouds are invariant under rigid
rotations and maintain the shape of the object. Our results indicate that the proposed method
has an average efficiency of 60% regarding the state-of-the-art simplification methods.

Keywords Chain code · Voxelization · 3D shape · Data reduction · Key points

1 Introduction

During the last years, numerous works in the literature have studied the representation of a
three-dimensional (3D) object. One of the main reasons is the growing demand for applica-
tions related to these objects, such as digitization, storage, and recognition. We focus on the
representations given in terms of point clouds or voxels.
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h.lopezvaldez@csuohio.edu

1 Departamento de Ciencias de la Computación, Universidad Autónoma de Aguascalientes,
Aguascalientes, 20100, Aguascalientes, México
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The point clouds representation consists of a sample of points from the 3D object. An
appropriate selection of points represents the shape of the object as close as desired. The use
of key points to capture the essence of the object is used in [14, 21, 27, 38, 39, 56]. Numer-
ous applications that demand the best representations of a 3D object or a scene, such as
animation [11, 26, 50], video [8, 22, 51], or CAD systems [20, 33, 54], employ point clouds.
The massive amount of data that all these applications require has led to significant research
in the area of point cloud compression. In [1] is presented an excellent survey. One of the
main goals of the compression is to store and transmit efficiently the data that is needed to
represent the 3D object [1, 10, 13, 40]. In [18] is introduced a simplification algorithm based
on detailed feature points. In [40] is given an algorithm based on the geometric characteris-
tics of the point clouds data set. In [10] is offered a compression method for the geometric
information of voxel point clouds. In [16] is proposed a compression method based on deep
learning. In [13] is introduced an efficient compression scheme for the attributes of voxel
3D point clouds. In [17] is given an edge-preserved point cloud simplification algorithm
based on a normal vector.

A voxel representation is another common way to depict a 3D object [23, 45, 47].
Some of the main applications are morphometric studies in MRI [12], place recogni-
tion [41], 3D building detection for airborne LIDAR point clouds [52], and crankshaft mass
balancing [57].

A chain code is a common and compact way to represent the contour shape of a two-
dimensional (2D) object. The Freeman chain code, proposed by Freeman in 1961 [9], is a
sequence of symbols that belong to the set {0, 1, 2, 3, 4, 5, 6, 7}. The angle Freeman chain
code, introduced by Kui and Žalik in 2005 [30], is a sequence of symbols that belong to the
set {a, b, c, d, e, f, g, h} and codifies the angles of the contour shape of the 2D object. In
[37] is shown that certain string of symbols in the angle Freeman chain code represent digital
straight segments of the contour shape of the 2D object. Chain coding takes advantage of
symbolic representation and obtains patterns in digital straight segments, which give us
knowledge for key point detection [55].

This work constructs a sequence of point clouds that reliably describes and simplifies a
3D object. The sequence contains point clouds that give different object descriptions, from
a straightforward and sparse one to a very fine-tuned representation. The main steps are the
following.

1. Given a 3D object, we first apply a voxelization method.
2. We obtain a chain code that represents the whole 3D object.
3. Fixing non-negative integers p, q, and r , and a positive integer δ, we use the chain code

to obtain a point cloud that depends on the digital straight segments of the 3D object.

It is important to remark the following about a voxelization of a 3D object. More voxels
will give a better representation, and fewer will result in a worse model. Thus, as we explain
below, the lower the parameters p, q, r, and δ, the better the resolution of the associated
point cloud. The greater the values, the poorer the representation. Consequently, if we want
a dense point cloud representation of the 3D object, we need an excellent voxelization and
integers p, q, r, and δ close to 1. We require a simpler voxelization and large integers p, q, r,

and δ to save data and processing time. This decision would depend on the needs of the user.

1.1 Previous work on point cloud sequence

In a dynamic point cloud sequence [29, 49] and a point cloud video [7, 28], the point clouds
can change in position and characteristics along the time. These point clouds can represent
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a 3D object with modified shapes in different frames. They also arise in robotic motion,
where point clouds change their distribution in terms of time [3, 24]. In our work, we
use a sequence of point clouds (or point cloud sequence) as a collection of different point
clouds representing the same 3D object. Our point clouds have no modification in time (no
dynamic) but in density.

Regarding the area of point cloud sequence, in [19] is proposed a balance between pre-
serving sharp characteristics and maintaining a uniform density on the point clouds. In [5]
is presented a resampling framework to select the point clouds. An essential application of
the last method is to extract application-dependent features and reduce post-computation
on large-scale point clouds. Leal et al. [25] presented a new approach for point cloud sim-
plification based on dictionary learning and sparse coding. Pauly et al. [36] presented two
algorithms: uniform incremental clustering and hierarchical clustering for surface simplifi-
cation of geometric models represented by unstructured point clouds. In [44] is proposed a
point cloud simplification method aiming to preserve edges in the data. The method detected
points on the edges and applied the progressive simplification of points in smooth regions.
Shoaib et al. [32] proposed a fractal bubble method to simplify 3D data points. The process
selects important data points caused by expanding a recursive generation of self-similar 2D
bubbles until contacting any point. Ning et al. [34] proposed a method to describe the seman-
tic form of different objects in point clouds based on an optimized shape semantic graph.
Song et al. [42] proposed a simplification algorithm for point cloud data from mechanical
models, which identifies and preserves the edges by progressively removing non-edge in
these regions. Song et al. [43] proposed a simplification approach by dividing the original
data set into groups by representative points. El Sayed et al. [6] proposed a simplification
method for 3D point clouds using weighted graphs representation that optimized the point
clouds and preserved the features of the initial data. Chen et al. [4] employed a resampling
framework based on a graph that selects representative points while preserving application-
dependent features. Huang et al. [15] proposed a correction over the original LOP algorithm,
incorporating locally adaptive density weights into LOP. Wei et al. [53] proposed a point
clouds fast thinning algorithm using the method of spatial index judgment.

The contents of this work are the following. In Section 2, we develop a chain code associ-
ated with a 3D object. The chain code depends on the digital straight segments of the slices
of the object. In Section 3, we take advantage of the properties of the chain code to define
the sequence of cloud points in terms of the key points, which are the endpoints of the dig-
ital straight segments of the object. In Section 5, we use a sample of 3D objects to study
the behavior of the sequence. We prove that the sequence is invariant under rotation using
the Hausdorff distance and the average geometric error. In addition, we show that the point
clouds visually describe the object. In Section 6, we present conclusions and further work.

2 A chain code

Let D be a 3D connected object. The first step is to use the Binvox software [31, 35] to
obtain a voxelization of D. From now on, we assume that D is a voxelized 3D connected
object unless stated otherwise. In this section, we define a chain code that represents the
surface of D. This chain code is an essential tool to develop the sequence of point clouds
that we associate to D.

Let B be a 2D connected object. A chain code is a common and compact way to represent
the object B. The Freeman chain (F8) code of B, proposed by Freeman in 1961 [9] and
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denoted by F8 (B) , is a sequence of symbols that belong to the set {0, 1, 2, 3, 4, 5, 6, 7}
and codifies two adjacent pixels of the contour shape of B.

The angle Freeman chain (AF8) code of B is based on the F8 code. The AF8 code,
proposed by Kui and Žalik in 2005 [30] and denoted by AF8 (B) , is a sequence of symbols
that belong to the set {a, b, c, d, e, f, g, h}. Every symbol different from e codifies the angle
between three adjacent pixels. The symbol e appears when a pixel in the contour shape of
B is adjacent to only one pixel of the contour shape.

Note that D is a union of n ≥ 1 z-slices: D = ⋃n
i=1 Di . Each z-slice Di is a 2D object,

which may not be connected. Consider that every 2D object Di is the union of mi ∈ Z≥0
connected components: Di = ⋃mi

j=1 Dij . We now assume that the connected components
Di1,Di2, . . . ,Dimi

in every slice Di have been ordered from the closest to the furthest
respect to the origin of the space. Every connected component Dij is also a 2D object. See
Figs. 1 and 2(a). As a consequence, it is possible to compute AF8

(Dij

)
. See Fig. 2(b).

We now define the chain code of D, which is a required tool to determine the sequence
of point clouds associated with D. The chain code of D is obtained by concatenating the
chain codes AF8

(Dij

)
and a few more symbols.

Definition 1 Let D be a 3D object. The chain code of D is denoted and defined by

CC (D) = y1AF8 (D11) . . . AF8
(D1m1

)
. . . ynAF8 (Dn1) . . . AF8

(Dnmn

)
,

where yi is a symbol that helps identify the chain code associated with the i-th z-slice.

Example 2 Figure 1 shows a 3D object D. Observe that D has the following nine
connected components: D11,D21,D22,D31,D32,D41,D42,D51 and D61. We first find
AF8 (D11) , . . . , AF8 (D61). Then, we compute the chain code CC(D) :

CC (D) = y1AF8 (D11) y2AF8 (D21) AF8 (D22) · · · y5AF8 (D51) y6AF8 (D61) .

Fig. 1 A 3D object D with nine connected components. We need to find first AF8 (D11) , . . . , AF8 (D61)

to compute the chain code CC (D)
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3 Point clouds

One of the main outputs of this work is to associate a sequence of point clouds with the
3D connected object D that preserves the original shape of the object. In this section, we
describe the process of finding these point clouds.

Recall that D denotes a voxel 3D connected object that is the union of n ≥ 1 z-slices:
D = ⋃n

i=1 Di . Each z-slice Di is a 2D object, which may be not connected, and Di is
the union of mi ∈ Z≥0 connected components: Di = ⋃mi

j=1 Dij . The point clouds that we
associate to D are obtained from the chain code CC(D). The process is the following.

Let B be a two-dimensional object. The chain code AF8 (B) contains the information
of the digital straight segments of the contour shape [37, 48]. For this reason, we have the
following definition.

Definition 3 A digital straight segment of the contour shape of the 2D object B is given by
a substring in AF8 (B) of the following form:

Xap
(
Yaq

)r
,

where X ∈ {a, b, c, d, e, f, g, h} , Y ∈ {bh, hb} , and p, q, and r are non-negative integers
representing the number of times a symbol is concatenated.

Every symbol in the chain code AF8 (B) represents the center of a pixel in the contour
shape of B [30].

Definition 4 Let Xap (Yaq)r be a digital straight segment in the 2D object B. The center
of the pixel represented by X is called a key point of B. We can see the chain code AF8 (B)

as a concatenation of digital straight segments [37]:

AF8 (B) = X1a
p1 (Y1a

q1)r1 X2a
p2 (Y2a

q2)r2 · · · X�a
p� (Y�a

q�)r�

In this case, the key points of B are the centers of the pixels defined by the symbols
X1, . . . , X�.

Remark 5 The representation of the chain code AF8 (B) in terms of the digital straight
segments given in Definition 4 is not unique. Consequently, the number of key points of B
depends on the non-negative integers pi’s, qi’s, and ri’s. For instance, if we take pi = qi =
ri = 0 for all i, we obtain that every pixel in the contour shape of B is a key point.

Example 6 Fig. 2(a) shows a 2D object B, which is the slice of a 3D object. If we start from
the deep-most and leftmost voxel of the slice, we obtain that the angle Freeman chain code
is given by AF8 (B) = caaabbaaabhbbbbahbaaa = ca3bba3bhbbbbahba3. See Fig. 2
(b). By Definition 3, we can decompose AF8 (B) as the concatenation of the following
digital straight segments:

ca3, b, ba3bh, b, b, b, bahba3.

Using Definition 4, we obtain that the key points of B are given by the centers of the pixels
defined by the symbols at the beginning of every digital straight segment. Thus, we obtain
7 key points. See Fig. 2(c), where the dark balls represent the key points.

The natural candidates to define the point clouds associated with D are the key points of
the connected components Dij of the z-slices of D. The more points we take to define the
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Fig. 2 (a) A connected component of a slice of a 3D object. (b) The AF8 chain code of (a). (c) The key
points of (a)

cloud, the better the resolution, but a higher price because of the number of key points we
need to find and store. For this reason, it is vital to determine an optimal number of points
in such a way that the object is well-represented.

By Remark 5, the number of key points of Dij depends on a set of non-negative integers.
We are interested in representing AF8

(Dij

)
using digital straight segments of a fixed size

to obtain an applicable algorithm that finds a point cloud of D. So, we have the following
definition.

Definition 7 Let B be a 2D object and fix positive integers p, q, and r . Let AF8 (B) =
X1X2 · · · X� be the angle Freeman chain code of B. Assume that the symbols next to Xi

form either the substring ap (bhaq)r or ap (hbaq)r . The center of the voxel represented by
the symbol Xi is called a key point of B with parameters p, q, and r . Note that the set of
key points depends only on p, q, and r .

We are ready to define the sequence of point clouds that we associate with the 3D object
D.

Definition 8 Let p, q, and r be non-negative integers, δ a positive integer, D a 3D object,
and D1, . . . ,Dn the z-slices of D. The point cloud associated with D with parameters
p, q, r, and δ, denoted by P (D, p, q, r, δ) , is given by the set of key points with param-
eters p, q, and r of the components of D1,D1+δ,D1+2δ, . . . ,D1+iδ, . . .. The sequence of
point clouds associated with D is the collection of all point clouds associated with D.

We come to one of the main results of this section. The following Theorem shows that
for every set of integers p, q, r , and δ, we obtain a point cloud representing the 3D object
D. This means that we are getting a sequence of point clouds representing D.

Theorem 9 Let p, q, and r be non-negative integers, δ a positive integer, and D a 3D
object. The point cloud P (D, p, q, r, δ) can be found using the chain code CC (D).

Proof By Definition 1, the chain code CC (D) contains the angle Freeman chain codes of
the connected components of the z-slices D1,D1+δ,D1+2δ, . . . ,D1+iδ, . . ..

Due to Definitions 7 and 8, P (D, p, q, r, δ) depends on the substring Xap (Yaq)r of the
z-slices D1,D1+δ,D1+2δ . . .. Thus, we obtain the sequence of point clouds directly from
the chain code CC (D).
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The following example shows a connected component of a 3D object, the chain code of
this component, and three different point clouds that belong to the sequence of point clouds
associated with this component.

Example 10 Figure 3(a) shows a component with three slices of a 3D object. Figure 3(b)
displays that the chain code of this component is

y1baaabhbbbbahbaaacaaaby2bbhbhcabbhbhbbhcaaabbhy3bbhbhcbabhbbababhch.

Note that the chain code contains the AF8 code of each slice.
Figure 3(c) shows the key points of (b) associated with p = 3, q = 3, r = 2, and n = 2.

We obtained these key points by finding the substrings Xa3
(
Ya3

)2
in the chain code, where

X ∈ {a, b, c, d, e, f, g, h} and Y ∈ {bh, hb}. See Example 6 for a detailed explanation.
Figure 3(d) contains the point cloud formed by the key points of (c).

In a similar way to what we did for (c), Figure 3(e) shows the key points of (b) associated
with p = 3, q = 3, r = 1, and n = 1. Figure 3(f) contains the point cloud formed by the
key points of (c).

Finally, Fig. 3(g) shows the key points of (b) associated with p = 0, q = 0, r = 0, and
n = 1. Figure 3(h) contains the point cloud formed by the key points of (c).

The following example shows a point cloud of a 3D object.

Fig. 3 The process to obtain 3D point clouds with different densities. (a) A connected component of a
3D object. (b) The chain code of (a) contains the AF8 code of each slice. (c) The key points of (b) with
parameters p = 3, q = 3, r = 2, n = 2. (d) The point cloud associated with (c). (e) The key points of (b)
with parameters p = 3, q = 3, r = 1, n = 1. (f) The point cloud associated with (e). (g) The key points of
(b) with parameters p = 0, q = 0, r = 0, n = 1. (h) The point cloud associated with (g)
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Example 11 Figure 4 shows the point cloud P (D, 4, 4, 4, 4) , where D is the 3D voxel Lion
obtained from the voxelization of the Lion in Fig. 9 at a resolution of 512 × 512 × 512.
We first compute the chain code of the voxel Lion. Then we find the point cloud using
Theorem 9 and the parameters p = 4, q = 4, r = 4, and δ = 4.

4 Properties of the point clouds

In this section, we analyze the behavior of the point cloud P (D, p, q, r, δ) in terms of the
integers p, q, r, and δ. By Theorem 9, the chain code CC (D) determines the point cloud
by finding the substrings

Xap
(
Yaq

)r
,

where X ∈ {a, b, c, d, e, f, g, h} and Y ∈ {bh, hb}. The first consequence is that if N is the
number of voxels on the surface of D, then we have the following bounds for the parameters:

0 ≤ p ≤ N, 0 ≤ q ≤ N/3, 0 ≤ r ≤ logq+2 N, and 0 ≤ δ ≤ N . (4.1)

Remark 12 The lower the parameters p, q, r, and δ, the better the resolution of the
point cloud P (D, p, q, r, δ). Indeed, if the parameters are small, we find more strings
Xap (Yaq)r in the chain code CC (D). Thus, we get more key points, and as a conse-
quence, the point cloud is denser and the resolution better. When the parameters approach
their upper bounds of the Inequalities (4.1), there are fewer strings Xap (Yaq)r in CC (D),
and the point cloud may lose some original object properties.

We now give two examples to illustrate that the lower the parameters p, q, r, and δ, the
better the resolution.

Example 13 Let D be the 3D voxel Lion obtained from the voxelization of the Lion in
Fig. 9 at a resolution of 512×512×512. In Fig. 5, we observe that the lower the parameters

Fig. 4 Point cloud P (D, 4, 4, 4, 4) , where D is the 3D voxel Lion obtained from the voxelization of the
Lion in Fig. 9 at a resolution of 512 × 512 × 512
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Fig. 5 The lower the parameters p, q, r, and δ, the better the resolution. Let D be the 3D voxel Lion obtained
from the voxelization of the Lion in Fig. 9 at a resolution of 512 × 512 × 512. (a) Shows P (D, 13, 9, 7, 5).
(b) Shows P (D, 4, 4, 4, 4)

p, q, r, and δ, the better the resolution. Figure 5(a) shows P (D, 13, 9, 7, 5). Figure 5(b)
shows P (D, 4, 4, 4, 4).

Example 14 Let D be the 3D voxel Cow obtained from the voxelization of the Cow in
Fig. 9 at a resolution of 256 × 256 × 256. In Fig. 6, we observe that the lower the
parameters p, q, r, and δ, the better the resolution. Figure 6(a) shows P (D, 31, 31, 6, 20).
Figure 6(b) shows P (D, 16, 16, 7, 10). Figure 6(c) shows P (D, 14, 14, 6, 5). Figure 6(d)
shows P (D, 4, 4, 4, 4).

4.1 Rotational invariance

It is needed to analyze the rotational invariance. The reason is that the sequence of point
clouds that we just defined in the last section depends on the voxelization, which is not
invariant under rotations. Indeed, assume that F is a 3D object given in a PLY format.
Suppose we obtain the voxelization of F , and we rotate. In this case, we do not necessarily
get the same as if we first rotate F and after we obtain the voxelization.

Let θ = (θ1, θ2, θ3) be a vector of real numbers such that 0 ≤ θi < 2π . Dθ denotes the
rotation of the angles θ1 about the x-axis, θ2 about the y-axis, and θ3 about the z-axis of the
object D. Observe that P (Dθ , p, q, r, δ) denotes the point cloud of the rotated object Dθ .

Fig. 6 The lower the parameters p, q, r, and δ, the better the resolution. Let D be the 3D voxel Cow obtained
from the voxelization of the Cow in Fig. 9 at a resolution of 256×256×256. (a) Shows P (D, 31, 31, 6, 20).
(b) Shows P (D, 16, 16, 7, 10). (c) Shows P (D, 14, 14, 6, 5). (d) Shows P (D, 5, 5, 4, 4)
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Fig. 7 Let D be the 3D voxel Brain obtained from the voxelization of the Brain in Fig. 9 at a resolution of
256×256×256. The Black dots in the top-left picture represent P (D, 13, 13, 4, 5). In the top-middle picture,
the black dots represent P (Dθ , 10, 8, 8, 5), where θ = (

π
12 , 0, 0

)
. In the top-right picture, the black dots rep-

resent P (Dθ , 8, 9, 7, 5) , with θ = (
π
6 , 0, 0

)
. In the left picture, the black dots represent P (Dθ , 10, 8, 5, 5) ,

where θ = (
π
4 , 0, 0

)

Example 15 Let D be the 3D voxel Brain obtained from the voxelization of the Brain in
Fig. 9 at a resolution of 256 × 256 × 256. The Black dots in the top-left picture represent
P (D, 13, 13, 4, 5). In the top-middle picture, the black dots represent P (Dθ, 10, 8, 8, 5) ,

where θ = (
π
12 , 0, 0

)
means that we rotate D the angles π/12 about the x-axis, 0

about the y-axis, and 0 about the z-axis. In the top-right picture, the black dots repre-
sent P (Dθ , 8, 9, 7, 5) , with θ = (

π
6 , 0, 0

)
. In the left picture, the black dots represent

P (Dθ , 10, 8, 5, 5) , where θ = (
π
4 , 0, 0

)
(Fig. 7).

Note that the sets of voxels P (D, p, q, r, δ) and P (Dθ , p, q, r, δ) are not always the
same because, in general, a rigid rotation does not preserve key points [37]. A rigid rotation
does not even maintain the number of voxels when every θi is not a multiple of π

2 . In
other words, in general, the number of voxels in D and Dθ is different when π

2 does not
divide each θi . So, it makes no sense to ask if the sets of vertices P (D, p, q, r, δ) and
P (Dθ , p, q, r, δ) are equal.

The Hausdorff distance and the average geometric error are excellent tools for comparing
point clouds with distinct cardinalities. These two functions, which have different proper-
ties, have been used independently in the literature to measure the similitude between two
sets of points living in the same metric space [36, 46]. As we see in Section 5.2, these two
functions help to prove that our point clouds are invariant under rigid rotations.

Definition 16 Let V1 and V2 be two sets of voxels. The Hausdorff distance and the average
geometric error between V1 and V2 are given, respectively, by

Hau(V1, V2) := max

{

max
v1∈V1

{

min
v2∈V2

{‖v1, v2‖}
}

, max
v2∈V2

{

min
v1∈V1

{‖v1, v2‖}
}}

and

�avg(V1, V2) := 1

| V1 |
∑

v1∈V1

min
v2∈V2

{‖v1, v2‖} ,
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where ‖v1, v2‖ denotes the Euclidean distance between the centers of the voxels v1 and v2,

and | V1 | represents the cardinality of V1.

As we see in Section 5, the sequence of point clouds associated with D in Theorem 9
is invariant under rotations because the Hausdorff distance and the average geometric error
between sets P (D, p, q, r, δ) and P (Dθ , p, q, r, δ) are relatively small.

Example 17 Let D be the 3D voxel Cow obtained from the voxelization of the Cow in Fig. 9
at a resolution of 256 × 256 × 256. Figure 8(a) shows the set V1 := P (D, 16, 16, 7, 10)

and (b) shows the set V2 := P (Dθ, 14, 14, 9, 10), where θ =
(

4π
9 , 5π

18 , 0
)

. The Hausdorff

distance and the average geometric error between V1 and V2 are Hau(V1, V2) = 21.739
and �avg(V1, V2) = 7.860, respectively. These numbers are relatively small. If we take,
for instance, the Cow and the Lion in Fig. 9, which are in a PLY format, the Hausdorff
distance and the average geometric error between the vertices of the PLYs are 58.22 and
22.05, respectively.

5 Results

In this section, we study the behavior of the point clouds associated with the objects shown
in Fig. 9.

We first find the voxelization of the objects, which are initially in a PLY format. A thick
voxelization is crucial because more voxels will give a chain code CC(D) with more key
points. Thus, we get a denser point cloud and a better representation of the 3D objects.

By Theorem 9, the chain code of D determines the point clouds. So, after the
voxelization, we get the chain code for every voxel 3D object.

By Remark 12, the lower the values of p, q, r, and δ, the better the resolution of the point
clouds, and the larger the values, the worsen the description. To obtain a complete sequence
analysis, we define below high, medium, and low densities of point clouds associated with
D.

We may be tempted to fix the parameters p, q, r, and δ to define the different densities
for all the objects. For instance, we may always use p = q = r = δ = 5 for the high

Fig. 8 Let D be the 3D voxel Cow obtained from the voxelization of the Cow in Fig. 9 at a resolution of
256 × 256 × 256. (a) Shows V1 := P (D, 16, 16, 7, 10). (b) Shows V2 := P (Dθ, 14, 14, 9, 10), where θ =(

4π
9 , 5π

18 , 0
)

. The Hausdorff distance and the average geometric error between V1 and V2 are Hau(V1, V2) =
21.739 and �avg(V1, V2) = 7.860, respectively
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Fig. 9 A set of three-dimensional objects in PLY format

density for every 3D object. This approach has a downside. As we do not know the behavior
of the chain codes, this set of parameters may give a dense point cloud for a particular 3D
object but a sparse point cloud for a different 3D object. For this reason, to make sure we
are getting different densities, we first need to analyze the frequencies of the symbols of the
chain codes. The process is the following.

Fix an integer δ ≥ 1. Find CC(D, δ), which is the substring of the chain code
CC (D) representing the z-slices D1,D1+δ,D1+2δ . . . of D. Define the frequency func-
tion fp : Z≥1 → Z≥0, i → fp(i) as the number of times that the chains ai (hbaq)r or
ai (bhaq)r appear in CC (D, δ), where q, r ≥ 0. Similarly, define the frequency functions
fq(i) and fr(i). In other words,

fp(i) := ∣
∣
{
XaiS ∈ CC(D, δ) : X /∈ {a, bh, hb}, S �= a

} ∣
∣,

fq(i) := ∣
∣
{
YaiS ∈ CC(D, δ) : Y ∈ {bh, hb}, S �= a

} ∣
∣, and

fr(i) := ∣
∣
{(

Yaq
)i

S ∈ CC(D, δ) : q ≥ 0, Y ∈ {bh, hb}, S �= Yaq
} ∣

∣,

where | · | stands for cardinality. Let p1, pmax ≥ 1 be the least and greatests integer,
respectively, such that fp(p1) = 0 and fp(pmax) �= 0. Similarly, we define the integers q1,
qmax , r1, and rmax .

Example 18 We first obtain the voxel objects of Fig. 9 at a resolution of 256 × 256 × 256.
Figure 10 shows the frequency functions fp(i) associated with these voxel objects and
δ = 20. We present here the main properties of fp(i).

• The top-left image shows all the values i ≥ 1 for which fp(i) �= 0. We can observe
that pmax < 100 for all the objects. We see that for small values of i, the decreasing
rate of the functions fp(i) is high, which means that the functions fp(i) decreases
immediately.

• The top-right image shows that the functions fp(i) are not strictly decreasing.
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Fig. 10 Frequency functions fp(i) associated with the voxel objects of Fig. 9 and δ = 20. Among the main
properties: pmax < 100 for all the objects; for small values of i, the decreasing rate is high; for i ≥ 10,

fp(i) ≤ 10; and the functions are not strictly decreasing

• The bottom-left image shows that when i > 5, all the values of fp(i) are upper bounded
by 50. When i ≥ 10, we have that fp(i) ≤ 10.

• Finally, the bottom-right image shows the frequency function fp(i) for the voxel Brain
from Fig. 9.

Remark 19 The integers p1, pmax, q1, qmax, r1, and rmax depend on the functions fp, fq,

and fr . These functions are built in terms of δ. Thus, the integers p1, pmax, q1, qmax, r1,

and rmax are related to δ.

Example 18 and Fig. 10 conclude that fp

(⌊p1
2

⌋)
is much higher than fp

(⌊pmax

2

⌋)
,

which is higher than fp (pmax). A similar study shows the same properties for the functions
fq(i) and fr(i). Consequently,

| P
(
D,

⌊p1

2

⌋
,
⌊q1

2

⌋
,
⌊p1

2

⌋
, δ

)
| > | P

(
D,

⌊pmax

2

⌋
,
⌊qmax

2

⌋
,
⌊ rmax

2

⌋
, δ

)
|

> | P (D, pmax, qmax, rmax, δ) | .

Inspired by previous inequalities, we can now define the point clouds with different densities
representing D.

Definition 20 The Point cloud of density H associated with D is given by

PH (D) = P
(
D,

⌊p1

2

⌋
,
⌊q1

2

⌋
,
⌊ r1

2

⌋
, 5

)
,
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where p1, q1, and r1 are related to δ = 5. The Point cloud of density M associated with D
is given by

PM (D) = P
(
D,

⌊pmax

2

⌋
,
⌊qmax

2

⌋
,
⌊ rmax

2

⌋
, 10

)
,

where pmax , qmax , and rmax are related to δ = 10. he Point cloud of density L associated
with D is given by

PL (D) = P (D, pmax, qmax, rmax, 20) ,

where pmax , qmax , and rmax are related to δ = 20.

It is important to emphasize that these three different point clouds that we just defined in
Definition 20 are only a sample of point clouds from the sequence. The sequence obtained
from Theorem 9 allows us to define point clouds with ultra-high or with very low density.

Example 21 Here, we show an example with the three densities: low, medium, and high. Let
D be the voxel Bunny obtained from the voxelization of the Bunny in Fig. 9 at a resolution of
512×512×512. Figure 11(a) shows PL (D) = P (D, 339, 259, 27, 20). Figure 11(b) shows
PM (D) = P (D, 169, 129, 13, 10). Figure 11(c) shows PH (D) = P (D, 19, 25, 11, 5).

Example 22 Here, we show an example with three densities: low, medium, and high. Let
D be the voxel Cow obtained from the voxelization of the Cow in Fig. 9 at a resolution of
512×512×512. Figure 12(a) shows PL (D) = P (D, 168, 115, 31, 20). Figure 12(b) shows
PM (D) = P (D, 84, 57, 15, 10). Figure 12(c) shows PH (D) = P (D, 32, 17, 11, 5).

Example 23 Here, we show an example with three densities: low, medium, and high. Let D
be the voxel Dragon obtained from the voxelization of the Dragon in Fig. 9 at a resolution of
512 × 512 × 512. Figure 13(a) shows PL (D) = P (D, 168, 86, 24, 20). Figure 13(b) shows
PM (D) = P (D, 84, 43, 12, 10). Figure 13(c) shows PH (D) = P (D, 58, 20, 10, 5).

Example 24 Here, we show an example with three densities: low, medium, and high. Let
D be the voxel Lion obtained from the voxelization of the Lion in Fig. 9 at a resolution of
512 × 512 × 512. Figure 14(a) shows PL (D) = P (D, 131, 31, 38, 20). Figure 14(b) shows
PM (D) = P (D, 65, 15, 19, 10). Figure 14(c) shows PH (D) = P (D, 11, 13, 11, 5).

Fig. 11 Let D be the voxel Bunny obtained from the voxelization of the Bunny in Fig. 9 at a resolution of
512×512×512. (a) Shows PL (D) = P (D, 339, 259, 27, 20). (b) Shows PM (D) = P (D, 169, 129, 13, 10).
(c) Shows PH (D) = P (D, 19, 25, 11, 5)

9504 Multimedia Tools and Applications (2023) 82:9491–9515

36



Fig. 12 Let D be the voxel Cow obtained from the voxelization of the Cow in Fig. 9 at a resolution of
512 × 512 × 512. (a) Shows PL (D) = P (D, 168, 115, 31, 20). (b) Shows PM (D) = P (D, 84, 57, 15, 10).
(c) Shows PH (D) = P (D, 32, 17, 11, 5)

Fig. 13 Let D be the voxel Dragon obtained from the voxelization of the Dragon in Fig. 9 at a resolution of
512 × 512 × 512. (a) Shows PL (D) = P (D, 168, 86, 24, 20). (b) Shows PM (D) = P (D, 84, 43, 12, 10).
(c) Shows PH (D) = P (D, 58, 20, 10, 5)

Fig. 14 Let D be the voxel Lion obtained from the voxelization of the Lion in Fig. 9 at a resolution of
512 × 512 × 512. (a) Shows PL (D) = P (D, 131, 31, 38, 20). (b) Shows PM (D) = P (D, 65, 15, 19, 10).
(c) Shows PH (D) = P (D, 11, 13, 11, 5)
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Example 25 Here, we show an example with three densities: low, medium, and high. Let D
be the voxel Santa obtained from the voxelization of the Santa in Fig. 9 at a resolution of
512 × 512 × 512. Figure 15(a) shows PL (D) = P (D, 186, 38, 27, 20). Figure 15(b) shows
PM (D) = P (D, 93, 19, 13, 10). Figure 15(c) shows PH (D) = P (D, 21, 10, 10, 5).

5.1 Proposedmethod vs literature

We use a PC with Intel (R) Core (TM), i7-8706G, at 3.10GHz, 3.10GHz CPU, and 16 GB
RAM for the computations. Let D be the voxel Bunny obtained from the voxelization of the
Bunny in Fig. 9 at a resolution of 256 × 256 × 256. Table 1 shows a comparison between
the point clouds P (D, 19, 25, 11, 5) , P (D, 169, 129, 13, 10) , and P (D, 339, 259, 27, 20)

and the simplifications methods that are proposed in [2, 4, 6, 15, 18, 19, 25, 32, 34, 36,
42–44, 53]. Image in Fig. 16 shows the point clouds.

In Table 1, we can see that our three proposed point clouds with different densities have
fewer points than other simplifications methods. Recall that we first obtain the voxel object
from the original PLY file. The voxelization of the Bunny at a resolution of 256×256×256
requires 27.51 sec. Considering this preprocessing time, plus the seconds it takes to get the
three proposed point clouds, we summarize a total of 27.948 sec. Thus, we obtain each point
cloud in an average of 9.316 sec. Additionally, the average size of the three proposed point
clouds is 1,438. Regarding the best result in the literature, Ref [42], which has 3,594 points,
our point clouds represent an average efficiency of 60% concerning the size.

Current literature focuses on the trade-off between the execution time of the method and
the number of points of the obtained cloud. In our case, as we already have the voxel object
from the PLY file, we can observe that the obtention of point clouds with different densities
requires less than a second.

5.2 Rotational invariance

The main goal in this section is to show that our proposed cloud points are invariant under
rotation.

As an example of the rotations we are analyzing, Fig. 17 shows the Cow in Fig. 9
and its rotations θ0 := (0, 0, 0), θ1 := (0, 8π/9, 0), θ2 := (4π/9, 5π/18, 0), and
θ3 := (5π/18, 7π/18, π/4).

Fig. 15 Let D be the voxel Santa obtained from the voxelization of the Santa in Fig. 9 at a resolution of
512 × 512 × 512. (a) Shows PL (D) = P (D, 186, 38, 27, 20). (b) Shows PM (D) = P (D, 93, 19, 13, 10).
(c) Shows PH (D) = P (D, 21, 10, 10, 5)
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Table 1 Comparison between our proposed point clouds and the simplifications methods from the literature

Original file Simplified model Method Time

(# of points) (# of points) (Sec)

Bunny 35,947 11,779 Ref [43] Not given

35,947 16,476 Ref [6] Not given

35,947 3,595 Ref [44] 2,093

34,835 13,571 Ref [34] 111.238

35,947 3,594 Ref [42] 1720

35,336 3,687 Ref [32] 15

35,947 4,517 Ref [25] 21.223

35,947 4,566 Ref [18] 56.156

35,947 4,644 Ref [19] 38.094

35,947 4,638 Ref [4] 9.574

35,947 4,572 Ref [15] 16.678

35,947 4,562 Ref [2] 0.692

35,947 6,557 Ref [53] 0.173

35,947 4,644 Ref [36] 4.459

35,947 2,530 P (D, 19, 25, 11, 5) 0.251

35,947 1,202 P (D, 169, 129, 13, 10) 0.122

35,947 582 P (D, 339, 259, 27, 20) 0.065

The voxelization of the Bunny in Fig. 9 at a 512 × 512 × 512 of resolution requires 27.51 sec

Every object in Fig. 9 is in a PLY format, containing vertices and edges. We first obtain
the 16 voxel objects from Fig. 9 at a resolution of 256 × 256 × 256. Taking θ0 = (0, 0, 0),

θ1 = (0, 8π/9, 0), θ2 = (4π/9, 5π/18, 0), and θ3 = (5π/18, 7π/18, π/4), we compute
the following 12 point clouds with different densities and rotations for every voxel object D:

PH (Dθ i ) , PM (Dθ i ) , PL (Dθ i ) , for i = 0, 1, 2, 3.

We now align the 12 × 16 = 192 point clouds with respect to their principal axes. Table 2
shows the Hausdorff distance and the average geometric error between these 192 point
clouds and the vertices of the PLYs.

We can notice that the numbers in Table 2 are relatively small. If we take, for instance,
the Cow and the Lion in Fig. 9, the Hausdorff distance and the average geometric error
between the vertices of the PLYs are 58.22 and 22.05, respectively.

Now take two different voxel objects D and D′ and the rotations Dθ and D′θ ′. Table 3
shows the values H◦ and Hnext. These numbers have the following interpretation.

• The Hausdorff distance Hau(P (D) , P (Dθ)) is upper bounded by H◦.
• The Hausdorff distance Hau(P (D) , P

(D′θ
)
) is lower bounded by Hnext.

As we can see, the Hausdorff distances in Table 2 are small enough that given two
objects, it is easy to identify if one of them is the rotation of another one.

Table 4 shows the Hausdorff distance and the average geometric error between the point
clouds with no rotations and the point clouds with rotations. In other words, Table 4 shows
the Hausdorff distance and the average geometric error between the point clouds PH (D)

and PH (Dθ i ) ; PM (D) and PM (Dθ i ) ; and PL (D) and PL (Dθ i ) for i = 0, 1, 2, 3.
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Fig. 16 Bunny (a) Ref [43], (b) Ref [44], (c) Ref [34], (d) Ref [42], (e) Ref [32], (f) Ref [6], (g) Ref [18]
(h) Ref [53],(i) P (D, 19, 25, 11, 5), (j) P (D, 169, 129, 13, 10), (k) P (D, 339, 259, 27, 20), where D be the
voxel Bunny obtained from the voxelization of the Bunny in Fig. 9 at a resolution of 256 × 256 × 256

6 Conclusion

In this work, we introduced and developed a chain code associated with a 3D object D. The
chain code relies on the slices of D.

Taking advantage of the properties of the chain code, we constructed a sequence of
point clouds that simplify D. The sequence contains point clouds that give different object
descriptions, from a straightforward and sparse one to a very fine-tuned representation. The

Fig. 17 Cow shape with four different orientations
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Table 2 For every object DP in Fig. 9 in PLY format, this table shows the Hausdorff distance (Hau) and the
average geometric error (�avg) between the vertices of the PLY, and the point clouds PH (Dθ i ) , PM (Dθ i ) ,

and PL (Dθ i ) , for i = 0, 1, 2, 3

Rotation Rot(0, 0, 0) Rot (0, 8π/9, 0) Rot (4π/9, 5π/18, 0) Rot (5π/18, 7π/18, π/4)

Voxelized
Shape

Density Hau �avg Hau �avg Hau �avg Hau �avg

Blade H 37.358 8.123 35.532 7.555 29.555 7.392 34.151 8.055

M 52.140 12.521 40.694 10.887 27.453 8.404 41.681 10.653

L 70.382 20.912 70.833 18.802 38.612 11.705 76.703 17.844

Brain H 40.410 7.186 42.263 10.050 47.951 8.760 43.823 8.752

M 41.594 8.473 46.594 11.430 49.672 10.516 45.024 10.560

L 41.621 10.695 46.585 14.817 54.091 14.0216 50.867 13.578

Bunny H 17.176 4.579 20.789 4.473 17.242 4.373 17.034 4.313

M 22.777 6.513 21.507 6.211 18.892 5.939 24.569 6.085

L 34.895 9.943 30.517 9.656 33.526 9.539 39.262 9.993

Cow H 17.230 3.568 15.812 4.320 17.682 5.345 19.086 6.744

M 19.460 4.961 22.345 6.058 20.113 6.734 27.466 8.811

L 23.882 8.587 30.597 9.665 23.943 9.050 53.453 12.828

Dragon H 14.405 3.517 15.661 4.237 13.868 3.547 21.485 4.730

M 19.232 5.175 15.545 5.348 19.128 5.167 28.960 6.864

L 30.0477 8.088 21.858 7.828 25.029 8.080 35.703 10.186

Hand H 13.629 2.759 15.987 3.267 14.336 4.555 15.411 4.819

M 14.399 3.811 20.579 4.397 16.668 5.284 18.923 6.726

L 21.982 6.523 29.364 7.014 58.361 10.185 34.895 11.330

Happy H 13.139 3.494 13.207 3.721 14.715 3.796 14.412 3.755

M 18.708 5.309 20.426 5.544 20.497 5.119 27.664 5.632

L 24.168 7.694 25.628 8.709 28.489 7.669 33.789 9.559

Heptoroid H 31.388 3.535 31.265 3.563 31.758 4.255 30.818 3.580

M 29.995 4.821 31.708 4.838 27.328 5.812 30.032 4.858

L 26.477 7.548 32.097 7.620 26.759 8.863 28.603 7.616

Hippo H 14.486 3.102 19.385 3.808 15.423 3.022 19.873 3.699

M 15.907 4.569 21.549 5.098 21.559 4.754 32.583 5.948

L 21.838 8.957 23.762 7.978 28.700 7.368 41.731 11.100

Horse H 15.927 4.478 18.362 4.686 17.721 6.2501 16.384 4.081

M 25.280 6.673 19.866 6.244 20.118 7.305 19.762 5.361

L 29.976 9.377 33.656 9.806 38.937 9.518 28.504 8.563

Lion H 14.287 3.338 13.050 3.691 12.867 3.793 15.212 3.746

M 15.700 4.675 16.466 4.918 15.533 5.126 18.450 5.419

L 24.0402 7.701 23.843 7.893 23.141 8.041 33.770 9.359

Lucy H 15.463 3.433 13.793 3.468 15.507 3.490 18.139 4.085

M 20.940 5.019 18.121 5.241 20.461 4.910 23.207 5.770

L 48.866 9.376 47.158 10.126 28.202 7.6490 49.302 10.600

Pear H 19.844 5.106 22.768 6.417 30.166 8.340 24.098 7.401

M 22.517 6.751 24.929 7.557 35.561 9.363 28.177 8.935
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Table 2 (continued)

Rotation Rot(0, 0, 0) Rot (0, 8π/9, 0) Rot (4π/9, 5π/18, 0) Rot (5π/18, 7π/18, π/4)

Voxelized
Shape

Density Hau �avg Hau �avg Hau �avg Hau �avg

L 36.494 9.599 32.807 10.239 37.450 11.978 43.269 11.810

Penguin H 12.457 3.260 13.849 3.659 15.749 4.642 9.655 2.782

M 18.138 5.096 26.235 5.418 21.815 6.806 16.144 4.413

L 29.349 9.097 42.796 11.307 26.877 9.847 28.685 7.744

Santa H 7.578 2.430 7.054 2.593 7.270 2.522 9.308 2.870

M 12.161 3.861 11.677 3.984 9.487 3.742 10.694 4.133

L 18.617 6.834 19.200 6.910 37.101 8.237 25.587 7.472

Torus H 19.122 4.391 15.977 4.679 21.291 4.644 23.514 7.612

M 21.590 6.058 25.113 6.357 25.580 6.322 30.124 10.163

L 37.272 9.554 33.885 9.874 40.106 10.173 35.396 14.364

point clouds depend on the digital straight segments of the slices of D, which is information
contained in the chain code.

We utilized a sample of objects to study the sequence of point clouds. We first found
the voxelization at different resolutions, and then we obtained point clouds with different
densities and rotations. Using the Hausdorff distance and the average geometric error, we

Table 3 Take two different voxel objects D and D′ and the rotations Dθ and D′θ ′. The Hausdorff distance
between P (D) and P (Dθ) is upper bounded by H◦

H density M density L density

Voxel Shape H◦ Hnext H◦ Hnext H◦ Hnext

Blade 25.959 50.226 34.127 50.402 51.644 50.513

Brain 31.075 57.321 29.673 57.244 31.556 55.279

Bunny 41.296 70.689 40.436 72.731 50.348 62.650

Cow 14.782 39.718 19.456 41.28 22.208 38.169

Dragon 13.283 51.886 17.214 50.295 24.109 51.08

Hand 17.994 51.988 19.298 49.774 20.883 50.354

Happy 30.244 39.054 25.914 38.62 34.757 34.757

Heptoroid 31.700 37.68 30.964 39.196 31.279 39.574

Hippo 14.828 39.058 19.634 38.62 21.607 34.757

Horse 36.289 52.816 43.051 50.925 55.261 54.010

Lion 13.398 47.99 15.372 46.961 25.583 45.757

Lucy 25.535 45.302 39.96 47.999 45.607 47.275

Pear 32.232 57.321 29.049 57.244 39.637 55.279

Penguin 27.810 50.265 29.220 63.030 62.613 45.607

Santa 32.952 62.154 43.800 61.683 62.390 54.860

Torus 14.434 38.27 20.728 38.853 37.451 50.402

The Hausdorff distance between P (D) and P
(
D′θ

)
) is lower bounded by Hnext
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Table 4 Hausdorff distance and average geometric error between the point clouds with no rotations and the
point clouds with rotations

Rotation Rot(0, 8π/9, 0) Rot (4π/9, 5π/18, 0) Rot (5π/18, 7π/18, π/4)

Voxel Shape Density Hau �avg Hau �avg Hau �avg

Blade H 30.270 6.660 35.504 10.135 32.534 8.899

M 35.948 6.009 48.822 12.258 43.262 10.407

L 53.047 11.150 69.697 18.771 69.284 12.012

Brain H 24.521 6.898 33.149 5.455 29.727 5.687

M 28.641 8.014 36.097 6.989 36.040 6.873

L 37.287 10.816 51.381 10.533 39.625 9.498

Bunny H 17.642 3.763 21.795 5.797 33.653 9.456

M 21.222 6.085 22.127 7.903 40.085 12.812

L 20.872 6.856 30.965 8.662 45.266 12.691

Cow H 13.944 4.347 20.487 6.4205 22.000 7.209

M 20.681 5.801 21.739 7.860 28.890 9.955

L 31.356 9.645 25.186 9.512 44.971 14.381

Dragon H 14.120 4.037 24.347 7.363 20.091 6.905

M 21.728 5.103 29.440 9.094 26.141 9.015

L 30.720 8.274 41.604 12.096 33.875 10.603

Hand H 11.628 2.666 19.914 5.821 13.985 5.138

M 18.905 4.213 20.018 6.780 18.626 6.666

L 25.292 7.589 51.676 11.177 32.426 12.786

Happy H 12.852 3.717 13.244 5.403 15.200 3.931

M 19.488 5.396 17.784 6.548 18.951 5.398

L 32.657 10.672 21.897 7.585 24.517 9.315

Heptoroid H 27.798 8.305 30.279 9.913 30.474 10.460

M 31.562 10.871 29.882 10.385 27.303 5.159

L 25.468 9.563 34.696 13.940 27.384 8.720

Hippo H 19.604 5.226 14.098 5.811 20.156 8.444

M 19.277 6.451 21.610 8.193 26.774 9.762

L 21.745 9.101 29.358 11.696 31.515 14.148

Horse H 17.245 5.210 27.273 7.526 18.904 7.437

M 19.837 6.763 27.882 7.227 21.191 6.241

L 24.265 9.396 36.640 12.727 26.050 10.167

Lion H 12.228 3.643 16.928 4.476 17.540 5.906

M 16.844 5.281 20.620 6.103 22.151 7.946

L 24.052 8.464 27.702 9.290 36.090 12.421

Lucy H 13.145 3.166 18.687 5.962 21.678 5.829

M 17.350 5.597 27.257 7.765 29.175 7.673

L 29.614 8.785 37.134 11.132 37.819 12.103

Pear H 19.257 6.519 30.561 11.282 21.728 8.444

M 20.835 7.543 35.345 12.501 23.156 9.132

L 29.977 10.600 40.926 14.227 31.527 12.066
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Table 4 (continued)

Rotation Rot(0, 8π/9, 0) Rot (4π/9, 5π/18, 0) Rot (5π/18, 7π/18, π/4)

Voxel Shape Density Hau �avg Hau �avg Hau �avg

Penguin H 13.511 4.788 14.698 5.073 13.565 3.122

M 16.556 7.337 18.015 7.284 16.630 4.645

L 38.398 14.824 30.220 11.015 27.693 8.830

Santa H 7.800 2.710 10.764 3.568 8.113 3.076

M 13.995 4.392 11.054 4.556 15.702 5.336

L 20.551 8.365 36.813 9.543 28.346 9.014

Torus H 15.634 4.114 17.929 3.917 24.679 7.371

M 19.430 5.274 25.932 4.995 25.737 9.830

L 36.923 7.606 27.836 5.941 29.514 14.468

proved that the point clouds are invariant under rotation. We showed that visually and quan-
titatively, using the Hausdorff distance, the shape of the original object is preserved by the
point clouds.

It is paramount to emphasize that the point clouds we used in the comparisons are only a
sample because the sequence of point clouds allows us to define point clouds with different
densities.

Although we found a consistent method to simplify the shapes of 3D objects, the distri-
bution of key points may still not be optimal. Future work could focus on the distribution of
points so that the Hausdorff distance is maintained or even improved.
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7 Estrategia de código de cadena para

almacenamiento y transferencia sin

pérdidas de datos médicos binarios

segmentados

A continuación se presenta el art́ıculo publicado, cuyo t́ıtulo es: Chain code strategy for lossless

storage and transfer of segmented binary medical data
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A B S T R A C T   

Obtaining a 3D medical visualization is a tedious process requiring several processing steps (such as segmen
tation) and assigning various rendering parameters (such as color and opacity). Current systems use video/image 
exporting or snapshots to save results. Such vendor-dependent tools not only prevent the possibility of further 
interactions but also creates additional large-size data that is problematic to store in PACS over time and hard to 
transfer for teleradiology applications. To overcome, alternative strategies propose a representation of the vi
sualizations, which only store segmentation masks that contains the binary form of segmented data. Unfortu
nately, existing compression methods are limited to effectively compress the volumetric data. In this study, 
lossless storage of binary segmented data is effectively performed by two newly-proposed chain code approaches. 
Particularly-two novel contributions are presented: 1. The dictionary of normalized angle difference is improved 
as a new chain symbol coding procedure, namely normalized angle difference, by adding new symbols to the 
dictionary aiming to generate a low-entropy symbol sequence for medical volumes. 2. A new volumetric 
approach that utilizes 26 symbols to encode volumetric data is developed. Each slice is visited, and the contour of 
the segmented object is codified such that eight different vectors for each slice (pointing to one of the four faces 
of each voxel, plus four towards one of its edges) are obtained. The developed methods are tested on diverse 
volumetric segmented data and compared to existing standards. It is shown that the proposed methods 
outperform well-established techniques.   

1. Introduction 

As medical imaging modalities advance to provide more detailed 
acquisitions, the amount of generated data is increasing drastically 
(Andriole et al., 2011; Gunderman and Chou, 2016; Norbash et al., 
2014). This requires new tools and techniques for efficient data storage 
and fast and reliable distribution of data over teleradiology networks. 
The latter’s importance is recognized, especially during the pandemic, 
when radiologists mostly worked remotely. Such conditions also require 
the remote collaboration of other clinicians with the radiologist(s) for 
diagnostic planning. Especially in complex cases, high-quality 

communication is necessary for handling multi-dimensional medical 
data, and to provide that, effective compression and distribution stra
tegies are needed (Aldemir et al., 2020; Fischer et al., 2010, 2015). 

3D visualization became a vital tool for analyzing tomographic 
medical data. Unfortunately, the generation of a clinically interpretable 
rendering requires a tedious procedure including several processing 
steps (such as segmentation) and adjustment of various parameters (i.e., 
optical and appearance-related parameters such as color and opacity) 
(Fischer et al., 2015). Moreover, reaching a consensus usually requires 
an iterative optimization process, during which the segmentation 
methods are executed several times prior to reaching desired 
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information (Fischer et al., 2010). Accordingly, remote-access multi- 
user visualization platforms are needed, and compression is a critical 
element of such tools (Aldemir et al., 2020). Unfortunately, existing 
general-purpose compression methods rarely consider unique properties 
of medical volumes, particularly inter-slice coherence and intra-slice 
information (Sanchez, Nasiopoulos, and Abugharbieh, 2008) about 
organ/tissue morphology (Bradley, 2008). Besides, volume visualization 
of the medical data capabilities had been raised using JPEG2000 in the 
study by (Krishnan et al., 2006), and additionally, in a recent study 
(Chen et al., 2022), both inter-and intra-slice coherence of gray level 
volumetric data is exploited to uncover relevant redundancy. This study 
achieved a considerable compression ratio compared to HEVC and 
JPEG-LS standards but worked on the gray level. What is more, the 
majority of the standards designed for medical data are intended to 
process the original (i.e., gray-scale) data. Thus, a significant redun
dancy of medical data could not be revealed by the common standards. 
On the other hand, 3D medical visualization focuses on the represen
tation of organ(s)/tissue(s) of interest segmented from the volume. 
Accordingly, compression of the binary mask representing the 
segmented voxels is enough for reproduction (Aldemir, Tohumoglu, and 
Selver, 2019). Moreover, the allocation preserves significant storage 
space and enables efficient data transfer (Karimi et al., 2016) for tele
radiology (Dionisio et al., 2000). 

In the light of the discussions mentioned above, the main contribu
tions of this study can be listed as follows:  

1. Since the size of the volumetric medical data can be significantly 
large for transmission and storage even in binary form, effective 
lossless compression strategies are still needed. Furthermore, since 
the medical image data is initially in a structured grid form, the 
segmented objects can be represented effectively by their outer 
bounds (i.e., limits). These bounds correspond to a structure having a 
single-pixel thickness and separate the object’s interior from the 
background. Thus, a 2D chain code strategy is developed for com
pressing the boundaries of the segmented data, and it is shown that a 
significant increase in compression ratio (CR) can be achieved 
compared to well-established compression strategies.  

2. Volumetric processing of the segmented data instead of compressing 
a series of 2D planes creates another possibility of reaching high CR 
levels. To enable this, the DICOM committee is actively working on 
translating 2D Grayscale Softcopy Presentation States (Text, 1999) 
into multi-dimensional cases (Pianykh, 2012). Although the Surface 
Segmentation Information Object Definition (IOD) specifies a 
polygonal representation of a 3D surface (DICOM, 2006; DICOM 
Standards Committee, 2006), it is designed for creating object 
meshes for surgical planning rather than storage, compression, and 
transmission. Thus, a 3D compression strategy is carried out, which 
consists of coding the surface through a helical path. Because our 
binary 3D object is organized by 2D planes (slices of voxels), the 
helical path is achieved by visiting the contour of each of them to 
make a change of direction between slices then. Each movement is 
encoded with the Freeman chain code of 26 directions (F26, for 
short) as a set in the study by (Tapia-Dueñas et al., 2018). Finally, an 
entropy encoder based on the context-mixing algorithm is applied.  

3. Extensive simulations show that the compression methods developed 
above have varying performances in different clinical cases (Kavur 
et al., 2020, 2021; Selver and Emre Kavur, 2016). This is because 
when the segmented objects are represented only by their shell, the 
utilization of inter-frame information becomes more sensitive to 
morphology. To determine the most appropriate strategies, we have 
performed further experiments on segmented objects with different 
outer bound characteristics, starting from very compact ones (such as 
a kidney) to those with high entropy (such as vascular trees). The 
results are analyzed in detail together with characteristic parameters 
such as modality and data structure. 

Considering all three contributions mentioned above, two novel 
compression strategies based on 2D and volumetric chain rules are 
presented for effectively storing and transmitting 3D segmented vol
umes on healthcare networks. Information technologies, including 
cloud-based medical data networks and DICOM web standards, have 
become a significant part of healthcare, especially during the COVID-19 
pandemic (Chung and Park, 2019; Hassanalieragh et al., 2015). High- 
speed transmission could provide an effective exchange of medical 
data among referring clinicians and enable carry-on devices to be 
committed in a collaborative, real-time consensus (Andriole et al., 2011; 
Parikh et al., 2018; Sharma, Sood, and Puthooran, 2020; Thrall, 2007). 
Considering telemedicine networks, managing large-scale data such as 
CT and MRI image series is challenging in terms of the retrieval time- 
bandwidth requirements. Region-of-interest (ROI) based algorithms 
such as (Kaur and Wasson, 2015) divide the medical image into parts 
-which are the diagnostically important, non-important, and back
ground regions- for compression. The wavelet algorithms designed using 
ROI (Bairagi and Sapkal, 2013) and intra-band prediction (Bruylants, 
Munteanu, and Schelkens, 2015) provide significant compression per
formance for gray-level medical data. Inter-slice correlation between 
volumetric slices has been considered by the algorithm (Bruylants et al., 
2015) for achieving more compression efficiency. An automated ROI- 
based hybrid compression system applies reversible and irreversible 
approaches for regions considered salient details and remaining regions, 
respectively (Devadoss and Sankaragomathi, 2019). Currently, a 
clustering-based compression scheme, which involves modified block 
truncation coding, is used for cloud-based telemedicine (Hsu, 2017). 
Another method raising the potential of remote healthcare services for 
progressive retrieval of medical data over telemedicine networks is 
proposed. It is reported to achieve satisfactory performance in diag
nostically acceptable information loss (Parikh et al., 2018). 

Despite the algorithms mentioned above that reach notable perfor
mances, their use on segmented (i.e., binary) medical volume data is 
limited due to the following reasons:  

1) The majority of these algorithms are general-purpose gray-level 
methods; in other words, they are not specifically designed for binary 
images (Liu et al., 2017). Thus, the current solutions cannot 
adequately uncover redundancy in binary medical data.  

2) Even though the algorithms consider an ROI and reveal a significant 
redundancy, these methods are not specifically designed to consider 
the morphology of the organs.  

3) Although irreversible (lossy) algorithms are primarily employed by 
streaming technologies as a tool for diagnosis and referral (Liu et al., 
2017), it is pointed out that the data degradation originating from 
irreversible algorithms must be considered seriously (Kim et al., 
2011). 

Consequently, up-to-date standards such as JBIG, JBIG2, ABIC, and 
PNG are general-purpose compression algorithms. Therefore, the 
amount of redundancy they reveal in medical data remains limited. To 
overcome these limitations, binary lossless compression strategies based 
on two- and three-dimensional coding of the boundary of medical data, 
i.e., organs or segmented tissues, have been proposed. Boundary pixels 
and voxels are encoded by the chain rules, considering the morpholog
ical structure and entropy of the organs. In addition, by operating the 
chain rule as a parameter, employing different rules is ensured, and thus, 
the compression has been performed in a parametric form. By the 
parametrization of the system, the capability of integrating the proposed 
system into a large telemedicine network is increased, and the system 
can be optimized to uncover more redundant data. 
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2. Material and methods 

2.1. Datasets and characteristic properties 

The data sets for testing the compression methods are selected from 
various modalities and anatomical objects with diverse spatial structures 
so that the performance of the techniques can be evaluated for a wide 
range of applications. The datasets can be roughly categorized into two 
groups: solid abdominal organs (from CT and MR) and vascular struc
tures (from CT-angiography). Each of the organs of interest is segmented 
manually by expert physicians, and binary images are created, see Fig. 1 
(Aldemir et al., 2020). 

Abdominal CT data sets were acquired after the contrast agent in
jection at the portal phase with the spiral scanning option. This property 
benefits 3D visualization because it reduces the misregistration between 
slices and increases spatial coherence (Kavur et al., 2020). Volumetric 
visualization is essential for compression once the algorithm uses 3D 
scanning forms. Twenty data sets (CT series) are collected from the PACS 
of Dokuz Eylül University Radiology Department randomly, and the 
liver is manually segmented for each image slice individually. The image 
series have a 3–3.2 mm interslice distance (ISD) corresponding to a slice 
number around 90 (minimum 77, maximum 105 slices). 

The second group of abdominal studies includes two sequences (i.e., 
T2-SPIR and T1-DUAL) of MRI image series obtained from 20 patients. 
Each image has a resolution of 256× 256. The abdominal organs are 
extracted, including MR-T1 and MR-T2 liver (Kavur et al., 2021). For T2- 
SPIR, the ISD value changes between 7.7 mm and 9 mm and has an 
average value of 8.6 mm. Moreover, the x-y spacing in this sequence 
varies between 1.63 mm and 1.89 mm, with an average of 1.53 mm. The 
number of slices for the T2-SPIR sequence is 26 as a minimum, 36 as a 
maximum, and 30 as the average. On the other hand, T1-DUAL se
quences include two different image series: in-phase and out-phase, 
indicating the fat suppression mechanism used during acquisition. 
Each series has the same x-y spacing, ISD, and number of slices. ISD 
varies between 5.5 mm and 9 mm, with an average of 7.84 mm. The x-y 
spacing value is between 1.44 mm and 1.89 mm, and the average value 
equals 1.61 mm. The average number of slices is 32.8 (min. 26, max. 50 
slices). The abdominal CT/MR dataset is already available online at: 
https://zenodo.org/record/3431873. The third dataset consists of 
segmented objects in the second category: vascular trees, see Fig. 2. 

The proposed compression methods are tested in 19 CT Angio (CTA) 
data sets from 19 different patients having Abdominal Aortic Aneurysms 
(AAA) using four different modalities (Fig. 1 (b)). The first data set is 
acquired by a 16-row detector CT scanner with 3.2 mm ISD from PACS 
located at the Radiology Department of DEU. The remaining data sets 

were selected among acquisitions, which reflect the challenges of daily 
clinical practice. Six data sets (i.e., data sets 2–7) were acquired with a 
320-row detector with 3.0 mm ISD, and six data sets (i.e., data sets 8–13) 
were acquired with a 64-row detector with 5.0 mm ST obtained from 
PACS of Gülhane Faculty of Medicine (GATA). The performance of the 
proposed compression methods for 3.0 and 5.0 mm ISD values are 
chosen to represent the efficiency of the compression methods as these 
values are the most frequent ISD values used in clinical routine. 
Therefore, six data sets (i.e., data sets 14–19) were acquired with the 
320-row detector CT scanner with 0.8 mm ISD. In total, 3649 DICOM 
images, which have 512x512 pixel resolution, are segmented manually 
to extract the aorta and the main vessels departing it (Selver and Emre 
Kavur, 2016). 

2.2. Compression methods 

Binary and gray-level medical images differ concerning structural 
characteristics such as texture and entropy. These are among the fea
tures that primarily characterize the compressibility of image data. 
Although there do exist specifically designed techniques that achieve 
noteworthy compression performance for medical (object-based 3D-RLE 
(Aldemir et al., 2019)) and bi-level (ABIC algorithm (Marks, 1998)) 
images, there still exists considerable redundant data in the medical 
images that could be uncovered. 

2.2.1. A new chain code strategy: Modified normalized angle difference 
(MNAD) 

Although the chain code is a technique that is regularly used in 
pattern recognition; several chain code-based pipelines have been sug
gested for compression of the binary 2D images and 3D volumetric im
ages in recent years (Mao et al., 2015; Martínez, Bribiesca, and Guzmán, 
2017; Sánchez-Cruz, López-Valdez, and Cuevas, 2014; Tapia-Dueñas 
et al., 2018; Žalik et al., 2016, 2019). These pipelines harness traditional 
chain rules such as Freeman F4/F8, three orthogonal chain codes (3OT) 
(Sánchez-Cruz, Bribiesca, and Rodríguez-Dagnino, 2007), and normal
ized angle difference (NAD) chain code (Žalik and Lukač, 2014). The 
rule is one of the most robust and up-to-date chain rules. It is based on 
the angle difference between the present and subsequent movements of 
the boundary pixels. The alphabet of the NAD rule is formed by four 
elements {0,1,2,3}. The symbols contain a combination of the alphabet 
elements for every possible pixel movement. The angles between the 
movement greater than the angle of 45◦ in absolute value are indicated 
by the {3} prefix elements (Žalik and Lukač, 2014). Furthermore, they 
are generally experienced in computer graphics and basic bi-level nat
ural images and objects. These points address the looming power of 
chain-code-based schemes for bi-level medical images. 

Motivated by this fact, a hypothesis -which holds that the chain rule 
can be developed to reveal redundancy in medical data consisting of 
segmented organs- is suggested. In this context, an improved version of 
the NAD chain rule, namely MNAD, is developed by modifying the 
symbols created from elements in the dictionary with the shorter ones. 
This idea allows shape (segmented organs) boundaries to be represented 
by shorter and lower entropy code chains. The MNAD alphabet consists 
of four elements, the same as the NAD rule. Two symbols {3,33} are 
used as the flags for movements distinct from the NAD. The {3} and {33}
are employed as the prefixes for angles of 90◦ in absolute and 135◦, and 
for angles of − 135◦ and 180◦, respectively. The NAD rule uses 3-length 
symbols for the angle of 90◦ in absolute and 135◦ in absolute, and for the 
angle of 180◦ (Žalik and Lukač 2014), while MNAD uses 3-length sym
bols only for movements in the angle of − 135◦ and 180◦ only, see 
Table 1. Considering the movement throughout the angles of 180◦

(back-to-previous pixel) is the rarely seen movement in organ shapes, it 
is clear that MNAD will give much better results than the NAD rule, 
especially in low entropy organ shapes. These outcomes can be seen in 
Table 3 in the result section. 

Fig. 1. (a) 3D regions defined when visiting the contours of each slice by he
lical paths, (b) A vascular tree showing abdominal aortic aneurysm (AAA). 
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To implement improved chain rule MNAD, we proposed a chain- 
code-based compression pipeline (CS) utilizing the MNAD combined 
with the entropy encoders for medical images, see Fig. 3. Furthermore, 
the CS is designed in a parametric form that is available for different 
chain rules called r parameter (MNAD, NAD, etc..). Thus, the pipeline is 
implemented for various medical images having different morphological 
structures and levels of entropy, Fig. 3. 

The chain code block is mapping the raw medical image, I(x, y, z), 
into sm chain symbol sequences. The chain rule (r), which is the scan rule 
for boundary pixels of the binary medical image, and the entropy coder 
can also be entered parametrically. The binary compression pipeline 
employed the aforementioned standard chain rules (r) as well as modern 
chain rules such as NAD, 3OT, and MNAD. The optimal candidate of the 
chain rule is the one that aims to reduce the Shannon entropy (Henriques 
et al. 2013) of S(m).

H(Sm) =
∑

Sm∈I
Pmlog

1
pm  

where I is a 2D slice of the volumetric image, Sm chain code symbols 
(Sm ∈ {0,1,2,30,31,32,330,331}) produced from slices with distributed 
P(Sm = m) = pm. And then, chain symbols S(m) produced by the chain 
block are processed to reveal redundancy in the reoccurred succeeding 
symbols by run-length encoding. The run-length block generates rc, vc 
pairs indicate the number of reoccurrences and the value of symbols, 
respectively. The rc, vc sequences symbols (Sm) are converted to a 
symbol sequence in a lower entropy form using RLE. Finally, the pipe
line exploits the Huffman/Context-mixing algorithms as entropy en
coders and brings out the compressed data, i.e., C(n) bitstream. An 
illustrative scheme of the implementation of the MNAD is given in Fig. 4. 
The MNAD coding takes advantage of the low frequency of 180◦ turns on 
the relative direction of chain trace in the boundary pixels. The char
acter {0} is used as no turn, {1} and {2} symbols are used as the angle of 

45◦ in absolute turns, and element of {3} is used as an indicator for more 
than the angle 45◦ turns. The developed method takes advantage of the 
same properties of chain code as the NAD and has the same character 
dictionary. 

2.2.2. 3-D chain code strategy 
The second approach used for binary medical image compression is 

the application of a context-mixing algorithm to the F26 chain code 
(CV). To encode our 3D medical image, we initially consider the 26 
symbols of F26, which are the labels for the 26 directions that a cube 
has, because of its six faces, 12 edges, and eight vertices of its neighbors, 
in a 3 × 3 × 3 array, see Fig. 5. 

If c1 are the coordinates of the voxel v1, c2 the coordinates of the 
voxel v2, and b = c2 − c1, then v1 is in the vicinity of v2 if and only if b ∈

B = {(i, j, k)| − 1 ≤ i,j,k ≤ 1}\{(0,0,0)}. The set of vectors B is called the 
grid basis. We give symbols to each of the elements (b’s) of the grid base B 
as shown in Table 2. So, the alphabet of F26 chain code is the set of 
symbols {a,b,c,d,e,f,g,h,i,j,k,l,m,n,o,p,q,r,s,t,u,v,w,x,y,z} used for 
encoding 3D object. 

Part of our strategy is first to visit each slice and codify its contour, 
from a voxel v1(s) to a voxel vn(s) of a contour of n voxels in an s slice, so 
that we can use eight different vectors for each visited slice since the 
vectors point to one of the four faces of each voxel, plus four towards one 
of its edges. Then, eight symbols are required. On the other hand, once 
the contour is visited, the next step is to go to the next slice. Therefore, 
we need vectors that point to any of its four edges or four vertices, plus 
one more symbol corresponding to the upper face. Then, nine more 
symbols are used. Therefore, only 17 symbols from the 26 are required 
at most. We can define different connected regions by visiting the 3D 
image through a helical path. 

As an example, consider an object given in Fig. 6. The object is 
composed of two slices. For an easy explanation, in Fig. 7(a), the left part 
represents the bottom slice, whereas the right part represents the top 
slice. On the other hand, in Fig. 7(b), the dark cells represent the con
tours of the connected regions in each slice. 

Suppose we start to visit the bottom slice from the voxel with a dark 
circle, with coordinates (2,5,1), in the direction the arrow indicates, and 
encode the contour with F26 following symbols assignment of Table X. 
Once the last voxel of this contour has reached,vn(1) (black voxel), with 
coordinates (3,5,1), we look for the contour voxel of the next slice that is 

Fig. 2. Sample slices from volumetric tree of a-b) AAA and c-d)liver.  

Table 1 
The MNAD dictionary for angle difference.  

Angle 
Difference 

0◦ 45◦ − 4 
45◦

90◦ − 90◦ 135◦ − 135◦ 180◦

MNAD symbols 0 1 2 30 31 32 330 331  

Fig. 3. Main block diagram for chain code-based compression system.  
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the closest, i.e., we look for v1(2) of the second slice with coordinates 
(2,4,2). In this case, both voxels, vn(1) and v1(2) are neighbors. So, the 
corresponding vector in the path to go from the bottom to the top slice is 
(2, 4, 2)-(3, 5.1) = (-1,-1,1), which, according to Table 2, is labeled with 
the n symbol. 

To obtain F26 chain code, F, firstly find the first non-visited contour 
voxel v1. Store its coordinates in the chain F = (2,5,1). From v1(1), start 
to encode the contour shape of the first slice using F26 in the counter- 
clockwise direction regarding the Z-axis. Stop on the voxel vn(1), 
which is the voxel just before to v1(1) (the last voxel visited on the 
contour shape). Of course, if there are n voxels that make up the contour, 
then there are n-1 vectors of F26 that encode it. So, we have: F = (2,5,1) 
dcbbaaaahagffedefn. Note that the final symbol of the string is the 
symbol n; this is because there is a slice change, and an F26 symbol is 
required. From v1(2), start to encode the contour shape of the top slice 

using F26 in the clockwise direction. Stop on the voxel vn(2), which is 
the voxel just before v1(2), so, we have: F = (2,5,1)dcbbaaaahagffe
defndbdaaghe. At this point, the two contours have been coded. 
However, in this case, there is another contour in the top slice uncoded. 
Code now this uncoded contour. Choose a voxel from a non-visited 
contour and store its coordinates. In this case, they are (7,3,2). Code 
in contour clockwise, in this case is dcahhe, and concatenates the chain, 
which results in F = (2,5,1)dcbbaaaahagffedefndbdaaghe(7,3,2) 
dcahhe. 

Fig. 4. Implementation of the MNAD chain rule.  

Fig. 5. The 26 directions of the F26 chain code.  

Table 2 
Symbol assignment of elements of the grid bases.  

b (1,0,0) (1,1,0) (0,1,0) (-1,1,0) (-1,0,0) (-1,-1,0) (0,-1,0) (1,-1,0) (1,0,1) 

Symbol a b c d e f g h i 
b (1,1,1) (0,1,1) (-1,1,1) (-1,0,1) (-1,-1,1) (0,-1,1) (1,-1,1) (1,0,-1) (1,1,-1) 
Symbol j K l m n o p q r 
b (0,1,-1) (-1,1,-1) (-1,0,-1) (-1,-1,-1) (0,-1,-1) (1,-1,-1) (0,0,1) (0,0,-1)  
Symbol s T u v w x y z   

Table 3 
Performance of different compression techniques.  

Compression 
Techniques 

CT-AAA CT-LIVER MR-LIVER  

CR rCR CR rCR CR rCR 

CS.NAD 9976  99.43  302.2  81.5 185  81.2 
CS.MNAD 9958  99.43  309.8  81.95 186.5  81.3 
CV.F26 9411  99.40  443.9  87.3 188.3  81.5 
JBIG2 148.5  62.3  98.7  43.3 50.7  31.3 
ABIC 432.8  87.1  214.2  73.9 102.2  65.9  

Fig. 6. A 3D object in a grid of two slices.  
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Fig. 8(a) shows a 3D view of Fig. 6, whereas Fig. 8(b) shows the path 
covered to obtain the chain code. Finally, Fig. 8(c) shows the two coded 
and connected 3D regions defined when following our method. 

On the other hand, Fig. 1 (a) shows the case of AAA, which defines 20 
regions. 

The helical coding allows maintaining the starting coordinates, 
saving extra data, for example, the number of coordinates for its 
decoding. While the region in the currently visited slice is a neighbor of 
the previous region, as we mentioned above, there is a way to move from 
its last voxel to the first unvisited voxel, given by a specific F26 symbol, 
which allows it to recover the shape of the object without needing to 
know the coordinates that were used when starting to code. In the 
example given in Fig. 1(b), only 20 coordinates are required to decode 
our sample. There are different cases to move from the last visited voxel 
of one slice to the next, which are solved in the (Tapia-Dueñas et al. 
2018). Once the chains of the 3D image slices are obtained, we apply an 
entropy coder based on a context-mixing algorithm (Mahoney 2005), 
followed by the arithmetic entropy coder, see Fig. 9. 

Context-mixing is an algorithm in which the predictions of the next 
symbol in the chain are calculated by combining two or more statistical 
models to produce a prediction that becomes better than if it is made 
with individual predictions. In particular, PAQ file archivers are a family 
of lossless data compressors based on context-mixing and are distributed 
as free Software under the GNU general public license 
(https://mattmahoney.net/dc/). Among the PAQ archives, one of them 
is called PAQ8l, which is used for the compression, without loss of in
formation, for our kind of data given by chain code symbols, which come 
from alphabets of size 26. 

3. Results and discussion 

Proposed systems compress the medical datasets: a two-dimensional 
chain-code-based compression strategy (CS) and volumetric chain code 
approach CV.F26. The performance of the proposed strategies is eval
uated by the universal metric, compression ratio (CR), which is defined 
as the quotient of the size of the raw image and the size of the com
pressed data, i.e., bitstream. To reflect the achieved CR percentages 
according to a reference (PNG, a well-defined universal compression 
standard), a second metric called Relative Compression Ratio (rCR), 

rCR = (1 − CRPNG/CRmethod) × 100 

is computed, where the CRmethod is the compression ratio of the 
executing technique. The CS system utilized F4, F8, 3OT, NAD, and 
MNAD chain rules as the data-to-symbol encoder. The run-length 
encoding aims to reveal the redundancy which may consist of chain 
code symbols. The performance of the CS, CV.F26, and state-of-the-art 
standards on the CT-AAA dataset are presented in Table 3. 

For all dataset groups, the best two methods are indicated in bold 
fonts. Fig. 10 shows the performance of the CS system regarding 
different chain rules. Since the CS and the CV.F26 codify only the 
boundary of the objects (organs) in the segmented images, so it unearths 
considerable redundant data in the bi-level images. Fig. 10(a) shows that 
NAD and MNAD achieve the highest compression ratios. 

As seen in Table 3, chain code-based compression systems such as 
MNAD and NAD achieve higher compression performances than stan
dard algorithms such as ABIC and JBIG2. The MNAD achieves approx
imately the same performances as NAD on data that do not contain the 
relevant types of redundancy, as it tries to introduce extra redundancy 
by using shorter-length symbols for movements of the chain code. 
Therefore, the rCR rates are approximately similar for the dataset of 
liver and AAA. 

The designed MNAD and the most commonly used F8 and NAD were 
tested on wide shapes having diverse entropy and morphological 
structure, see Table 4. The MNAD reaches the shortest bit stream, i.e., 
the highest compression ratio, for all shapes except the tiger and horse, 
and also gave much better results in other methods such as the circle and 
the square. Here again, the entropy and morphological structure of the 
data directly affect the compression performance. 

The compression performances of the (Fig. 10-a) and of the CV 
compared to the CS and state-of-the-art standards (Fig. 10-a) are 
depicted in Fig. 10. The compression performances of the CS and the CV 
are depicted in Fig. 10-a and Fig. 10-b, respectively. The CS utilizes 
different chain rules, which are parameters of the main pipeline, shown 
in Fig. 3. The MNAD and NAD are two of the best chain rules, having the 
highest capability of uncovering redundancy. Moreover, the RLE block is 
utilized to bring out the repetitive patterns in S(m), but the results show 
that it cannot increase performance except only for the F8 rule. In other 
words, any redundancy does not exist stemming from the repetition of 
the chain symbols. This result also constitutes no need to use RLE to 
increase the performance of the transform block of the systems (Fig. 11). 

The CS outperforms CV.F26, which compresses the AAA image sets 
through a volumetric chain code strategy (see Fig. 10 (b)). The reason 

Fig. 7. Performance of CS, CV, and state-of-the-art bi-level techniques for liver-MR T1 and T2 sequences dataset.  
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behind this result is that there is a different level of compactness be
tween the volume and independent slices. More clearly, the independent 
regions in the slices are labeled as the individual pixel region that the CS 
compresses. Note that the slices of the abdominal aortic vessel tree are 
more compact than the volumetric form of the vessel in terms of 
morphology. Consider the slice of the segmented and volumetric form of 
organs given in Fig. 2 and Fig. 1(b), respectively. First, the method 
disassembles three independent regions and labels (append an alpha
numeric character to the code). Then, the chain rule and succeeding 

operations are applied to these regions. These operations are reversibly 
employed in the sector of the decoder. Finally, the labels are employed 
for the reconstruction of the entire slice. It should be noted that the 
independent regions are more compact than the volume of the aortic 
tree, and also, in terms of energy, defined by the Frobenius norm, remain 
in a limited range. As a result, the CS system generates fewer symbols 
and achieves higher CR compared to the CV.F26 system. 

The compression efficiency of the methods for the CT-liver dataset is 
evaluated. When we compare the chain-based systems, contrary to the 

Fig. 8. A 3D view of the two slices in Fig. 2X: (a) the contour is in dark color, (b) two paths are covered, and (c) two 3D regions are defined.  

Fig. 9. Block diagram for chain code based context-mixing compression.  
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AAA dataset, the CV.F26 gives a better compression ratio than the CS 
system. Similar to the previous case’s interpretation, the liver shape’s 
compactness is the primary reason for this result. In this instance, the 
compactness of the individual slices is less than the volume of the liver. 
In other words, the liver is more compact in three-dimensional space. 
These lead to more compression performance compared to the CS that 
compresses the slice of the liver individually. The compression ratios of 
CV.F26 reach over the ratio of 400:1 while CS remains under the 300:1 
ratio. However, not surprisingly, both JBIG2 (CR = 98.7) and ABIC (CR 
= 214.2) cannot reach the performance of the chain-code-based systems 
(MNADCR = 309.8 andNADCR = 302.2). The relative compression ratios 
of the CV.F26 and JBIG2 are 87.3 % and 43 %, which are the best and the 
worst ratios, respectively. Another noteworthy observation from Table I 
is that energy and entropy of both slice and volumes do not considerably 
affect the performance. The entropy of the volume does not increase 
since the liver is also compact in both 2D- and 3D-spaces. 

Besides improving the dictionary, the MNAD also looks for the 
longest repeated pattern and codifies it as an element of the dictionary. 
This makes sense in the case of existing smooth regions in the organs. In 
light of this information, the finding in Table 3 case of 

MNADCR > NADCR, which are the result of the livers, reinforces the 
assertion that the CS.MAND can represent repeated patterns with fewer 
symbols. The liver has a smoother region than the aortic vessel tree. And 
thus, the MNAD strategy outperforms the NAD in the case of liver 
compression. Three symbols of those rules do not contain the redun
dancy of the chain symbol. However, the F8 rules, which have relatively 
more elements than the rules mentioned above, include extra redun
dancy in chain symbols. For the result of the MR dataset, given in Fig. 7, 
the average compression ratios for MR-T1 and MR-T2 are NADCR = 185 
and (NAD+RLE)CR = 160.5 F4CR = 132 and (F4 + RLE)CR = 115.8, 
MNADCR = 186.5 and (NAD + RLE)CR = 159.3. The results also validate 
the hypothesis since the RLE increases compression performance only 
for the F8 rule. The compression system achieved similar compression 
performance for CT and AAA when the RLE. 

The form of medical image data is a structured grid and thus the 
segmented objects can be represented effectively by their outer bounds.. 
In this context, chain code-based compression approaches were pro
posed in the study for encoding the boundaries of objects (organs or 
tissues). The CS and CV.F26 compress medical images in a lossless form. 
To do this, border pixels of all independent regions (i.e., pixel stacks) in 

Fig. 10. The performance for (a) chain code based proposed system (CS) using different chain rules, and (b) chain code based volumetric approach (CV) with the- 
state-of-the-art and CS system. 

Table 4 
Representing different shapes using chain rules.  

Chain Rules Bird Butterfly Circle Fire Horse Plane Shuttle Spider Square Star Thunder Tiger 

F8 1733 1379 756 2137 3953 1492 969 4109 1092 1024 1440 3835 
NAD 1781 1403 760 2147 4605 1512 989 4137 1098 1038 1442 4367 
MNAD 1662 1272 199 1955 3985 1152 830 3880 99 283 1025 3875  
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the segmented data are detected and labeled. The boundaries are then 
converted into symbols, and thus, while no loss of information occurs in 
the segmented data, a significant compression ratio is achieved because 
only the border regions are encoded. 

Consequently, the chain code-based bi-level lossless proposed sys
tems outperform the state-of-the-art standards by far. Furthermore, the 
morphological structure of the organ is a significant parameter for 
chain-code-based systems. Entropy and compactness must be considered 
to achieve optimal compression efficiency. The proposed chain-code- 
based compression system achieves over 99% relative compression 
ratio. The results conclude that the proposed chain-rules-based revers
ible compression system can remarkably uncover redundancy included 
in medical image data. 

4. Conclusion 

Compression has increasingly become vital for efficiently trans
mitting healthcare data through teleradiology networks. Unfortunately, 
the most current compression standards cannot entirely uncover the 
redundancy in volumetric medical data since they do not consider 
spatial coherence and morphology of anatomical objects. Moreover, 
most of these methods are designed to process gray-level data, which 
means they are not geared for revealing redundancy originating from 
the binary data structures. However, compression of binary segmented 
data would be much more effective, especially for visualization studies. 
In this study, two compression strategies have been proposed to ensure 
that the segmentation masks can be effectively stored and transmitted 
over radiology networks in a DICOM-compliant manner. 

These proposed systems are CV.F26, which encodes boundary voxels 
of a segmented organ(s)/tissue(s), and CV, which parametrically en
codes boundary information of images in two-dimensional space using 
various chain rules. The proposed systems have been tested on a large 
data set consisting of various objects having different characteristics. 
The results show that both approaches reveal a significant amount of 
redundancy that existing well-established compression algorithms 
cannot achieve. Therefore, the proposed methods can make significant 
contributions to storage and transmission systems. Another important 
point figured out by the results is that the algorithms’ performance 
primarily depends on the morphological structures (e.g., compactness) 
of the organs contained by medical images. If the organs with higher 
compactness in two-dimensional space, the CS system provides a better 
compression ratio, whereas, for the organs with high compactness value 
in volumetric space, the CV system is found to be more successful. The 
proposed chain code-based algorithms undeniably outperform state-of- 

the-art compression standards, although the compression performance 
of all methods is directly related to the entropy of the data. Both CV.F26 
and CV pipelines are compression strategies developed within the scope 
of the study. These pipelines are designed by utilizing different chain 
rules (such as MNAD and NAD) in a parametric form. The MNAD, an 
improved NAD version, was developed from a new dictionary to shorten 
the total code length. Thus, the systems achieve considerable compres
sion ratios over %90, which is an outstanding achievement compared to 
the state-of-the-art standards. 

Consequently, both pipelines and the MNAD chain rule are unique 
contributions introduced by the manuscript. The results conclude that 
specifically designed compression strategies by considering morphol
ogies of the organs can compress the medical data more efficiently. It 
should also be emphasized that the proposed algorithms can be designed 
to include medical metadata information so that it can be integrated into 
teleradiology networks under DICOM standards. 
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Žalik, B., & Lukač, N. (2014). Chain code lossless compression using move-to-front 
transform and adaptive run-length encoding. Signal Processing: Image Communication, 
29(1), 96–106. https://doi.org/10.1016/j.image.2013.09.002 
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8 Conclusiones

En esta tesis se han utilizado diversos métodos y técnicas para el procesamiento de imágenes y objetos.

Se ha demostrado que la aplicación de nuestra gramática libre de contexto mejora significativamente la

precisión y eficiencia en la simplificación de objetos tanto en 2D como en 3D. Por otro lado, la combinación

de diferentes códigos de cadena con otras técnicas ha resultado en una mejora en la compresión de datos

médicos binarios segmentados. Estos hallazgos destacan la importancia de integrar múltiples herramientas

y enfoques para abordar problemas complejos en el procesamiento de imágenes y objetos.

Contribuciones a las ciencias de la computación:

� El desarrollo y aplicación de una gramática libre de contexto para la simplificación de objetos en

2D y 3D, que mejora significativamente la precisión y eficiencia en el procesamiento de imágenes y

objetos.

� La combinación de diferentes códigos de cadena con otras técnicas para mejorar la compresión de

datos médicos binarios segmentados.

Contribuciones a la visión por computadora:

� La aplicación de la gramática libre de contexto para la simplificación de objetos en 2D y 3D, que

permitirá una mejor comprensión y análisis de la información visual.

� La mejora en la compresión de datos médicos binarios segmentados, lo que permitirá un mejor

almacenamiento y transmisión de información visual médica.

En resumen, estas contribuciones tienen un impacto en ambos campos, pero están enfocadas en el

procesamiento y análisis de imágenes y objetos.
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8.1 Trabajos futuros

Uno de mis principales objetivos para trabajos futuros es la reconstrucción de la malla triangular a partir

de la nube de puntos simplificada. Esta técnica me permitirá representar objetos en 3D con menor

cantidad de información, pero sin perder su esencia. De esta manera, se facilitará la visualización de los

objetos.

Otro aspecto fundamental será simplificar los datos en mapas. Este proceso involucra detectar los

puntos de inicio de las ĺıneas rectas discretas, lo que se traduce en un ahorro considerable de espacio de

almacenamiento y tiempo de procesamiento.

Por otro lado, me interesa investigar la equivalencia de diferentes códigos de cadena, especialmente en

la transición de ṕıxeles cuadrados a triangulares y/o hexagonales. Esto permitiŕıa desarrollar algoritmos

más eficientes y precisos para el procesamiento de imágenes.

Por último, otro de mis objetivos a futuro es la combinación de códigos de cadena y aprendizaje au-

tomático para mejorar la clasificación de imágenes. Esto implicaŕıa el desarrollo de modelos de aprendizaje

automático que utilicen información de los códigos de cadena para identificar patrones en las imágenes.

Con esto se podŕıa obtener resultados más precisos y eficientes en la clasificación y análisis de imágenes.
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