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Resumen

En este trabajo estudiamos el comportamiento asintético de las soluciones de una ecuaciéon diferencial
parcial no homogénea semilineal. Comenzamos probando la existencia de una solucién suave para nues-
tra ecuacion de interés haciendo uso del teorema del punto fijo de Banach. También demostramos que
nuestra solucion es acotada. A continuacién, establecemos la regularidad temporal de nuestra solucién
utilizando el teorema del valor medio, la desigualdad de Gronwall y dando explicitamente la primera
derivada. Para finalizar el capitulo 2, demostramos que nuestra solucién es, de hecho, una solucién
clasica, probamos que nuestra solucién es positiva y, ademds, demostramos que nuestra solucion local
es una soluciéon global. En el capitulo 3 determinamos las condiciones bajo las cuales nuestra solucién
es integrable. Finalmente, estudiamos el comportamiento asintotico de nuestra solucién y discutimos

brevemente las consecuencias y la importancia de nuestros resultados finales.



Abstract

In this work we study the asymptotic behavior of the solutions of a semilinear non-homogeneous
partial differential equation. We begin by proving the existence of a mild solution for our equation of
interest making use of Banach’s fixed point theorem. We also prove our solution is bounded. Next, we
establish the temporal regularity of our solution using the mean value theorem, Gronwall’s inequality
and giving explicitly the first derivative. To finish chapter 2, we prove that our mild solution is in fact a
classical solution, we prove that our solution is positive and moreover, we prove that our local solution
is a global solution. In chapter 3 we determine conditions under which our solution is integrable.
Finally, we study the asymptotic behavior of our solution and we briefly discuss the consequences and

importance of our final results.



Introduction

Background

In recent years there has been an increase in interest in the study of partial differential equations that
involve the fractional Laplacian. One reason for this is the fact that unlike the classical operators, the
fractional Laplacian is a non-local operator. As a result, new analytical techniques are developed to
be able to study fractional partial differential equations. Moreover, the fractional Laplacian models
a great number of phenomena in molecular biology, mathematical finance, statistical physics and
hydrodynamics, for example.

The existence of global solutions of (1) has been proved in some particular cases. For example, in
the classical scenario (a = 2), a stochastic method was used in [10] to estimate the solutions of (1)
when g = ¢ = 0. Also, the existence of a unique bounded solution of an elliptic equation similar to (2)
was proved when g = 0. In that case, the author uses a Dirichlet problem to establish the existence.
Similar results were obtained in [12, 19] for a more general source term f. It is worth mentioning that
the number of reports for the classical case is very large. On the other hand, the number of works
dealing with positive solutions of (1) when a € (0,2) has increased in recent years, though most of
them study the existence of positive radial solutions (see [7, 16] as examples).

Other existing works on parabolic semilinear fractional partial differential equations are scarce. For
example, in [13] the authors study a model similar to (1) for a fractional Laplacian with a € (0, 2].
The existence of solutions is established but no asymptotic behavior is studied. Some finite-element
methods were introduced in [15] to approximate the solutions of an extended form of a model similar
ours. Meanwhile, the convergence of solutions of a fractional heat equation is investigated in [21]
considering « € (0,1), and a more general fractional heat equation is studied analytically in [11].
However, from our point of view, the study reported in this manuscript has not been performed
previously in the literature.

The purpose of this thesis is to study the temporal monotonicity of the positive solutions of the
parabolic semilinear partial differential equation of interest. We additionally use our results to establish
the existence of solutions for the elliptic equation. The proofs regarding the existence of solutions for
our model of interest and regarding the temporal regularity of our solutions are fairly standard in
literature. The novelty of this work commences in the proof of the positivity of our solutions. When

we try to apply the technical approach to our particular model we are faced with various technical



difficulties. In this case the novelty lies in the use of Gronwall’s inequality to prove the uniform
integrability of the solution. This result was then employed to prove that the local minimum is global.
The rest of the proof follows as in the classic case. In the proof that the elliptic equation has a solution
for the case o = 2, d € {1,2}, to the best of our knowledge, our approach is entirely new. The idea
consists of using the asymptotic properties of the solutions of an initial value problem which we will
mention in following chapters. This leads to proving that the solution of our elliptic equation is in fact
in the domain of the fractional Laplacian. Finally, we show that integrability depends entirely on our
source term f.

The results studied in this work can be used in several branches. One example can be found in
probability theory. Firstly, it is worth recalling that there are some Markov process in probability
theory which are characterized through their Laplace functionals [5, 17]. Such processes are measure-
valued and, intuitively, they represent the continuous-state of clouds of certain branching phenomenon.
The study of their path properties is based mainly on the Laplace functionals and, consequently, on
the properties of the solutions of equations like that studied in the present paper. For example,
when the diffusion is a stable process and the branching mechanism f is 2'*t#, then we obtain the
(a, d, B)-superprocess.

There is an extensive literature on path behavior properties of superprocesses. Using mild solutions
of the equation du(t,z)/0t = Aqu(t, ) — (u(t,x))'*# one of the authors studied the self-intersection

local time of (v, d, 3)-superprocess [17].

Aims and scope

This thesis is sectioned as follows:

e Chapter 1 begins by providing various important inequalities which will be used throughout this
work, such as Young’s inequality for convolutions and Gronwall’s inequality. Furthermore, we
list important results and theorems which are of great importance throughout this work. Next,
we proceed to provide a definition for semigroups and we state the definition of its infinitesimal
generator. Additionally, we list some properties of semigroups and generators, and we finish the
section stating important results on semigroups. In the next section we introduce the concept of
a-stable densities and list a few results and properties of these densities. We close this chapter

by discussing the definition of the fractional Laplacian, a key concept in this work.

e Chapter 2 starts proving the existence of a mild solution for our model of interest. To achieve
this goal we prove the temporal continuity of an auxiliary function, we prove this function is a
contraction and finally we apply Banach’s contraction principle to obtain a local mild solution
for our model of interest. In the following section we seek to prove the temporal regularity of our
solution. To prove this we give explicitly the first derivative of our solution and prove that it is
in fact the function we seek employing diverse inequalities, Gronwall’s inequality and the mean
value theorem. Afterwards, we give a brief demonstration proving that the mild solution we
found in the previous section is in fact a classical solution. In the third section of this chapter we
start by briefly discussing the uniform continuity of our solution. We then proceed to prove the

positivity of our solution by assuming our solution is not positive and reaching a contradiction,



thus our solution is non-negative. To end this chapter we use the positivity of our solution along

with a few other results to prove that the maximum time of existence of our solution is not finite.

e In Chapter 3, we commence by using the time-monotonicity of our solution to obtain a solution
for our semilinear elliptic equation. We consider the case in which d > « and the case o« = 2,
d € {1,2}. After proving this result we define a new function and we use this function to

determine conditions that guarantee the integrability of our solutions.

e This thesis closes with a section of conclusions for each chapter and a list of relevant references.

The Problem

In this work, we study the temporal monotonicity of the positive solutions of the parabolic semilinear

partial differential equation

Aqult, ) — g(z) f(u(t,z)) + (x), (t,2) € (0,00) x RY,
¥(z), x€R4,

|
&
|

(1)

£
o =
K
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I

where A, is the fractional Laplacian with o € (0, 2], the initial datum ¢ is a nonnegative function
in the domain of A,, the source term f is a convex function with f(0) = 0, and both g and ¢ are
nonnegative continuous functions. The purpose of the present work is to prove that (1) has a unique
positive and bounded global solution w(t,z). Moreover, we will see that w is monotone in time, in
which case it makes sense to define uo(z) = lims_, oo u(t,z). As a result, we obtain that us is a

solution of the semilinear elliptic equation
Agv(z) = g(@) f(v(@)) — (z), @R (2)

with boundary condition lim||,| e v(7) = 0.



Preliminaries

In this chapter, we will state some important results that will be used throughout this work. We will

also discuss basic properties of semigroups and the « stable density.

1.1 Elementary results

Theorem 1.1 (Leibniz rule). Let f(t,x),a(t),b(t) be differentiable functions in to < t < t1 with
a,b€xg <x<x1. Thus

d " _ ("ot db o
i ey ) / L o e S0 G0 = f0) G o)

The formula has the following interpretation: the first term on the right yields the change in the
integral, due to the fact that the function is changing with respect to time. The second term takes
into consideration the area gained by moving the upper limit of integration in the direction of the
positive axis, and the third term takes into consideration the area lost from moving the lower limit of
integration. The proof can be found in [8].

We will list now various inequalities and results which will be used throughout this work. Most of

these results along with their respective proofs can be found in [1].

Theorem 1.2 (Bellman-Gronwall inequality). Suppose ¢ € L'[a,b] and that o satisfies

t
o) < 045 [ ls)ds, (L)
Yt € [a,b], and B being a positive constant. Thus
t
P(0) < 70+ [ F(5)exp((t — 5))ds: (12)
Moreover, when f(t) is a constant o, we have

p(t) < aexp(B(t — ).



Theorem 1.3 (Minkowski’s inequality). Let f € LP(RY), g € LP(R?), for 1 < p < oo. Thus

1f+gll, < 171, + llgll,, - (1.3)

Theorem 1.4 (Young’s convolution inequality). Assume that f € LP(R?),g € LI(R?) and suppose
that%—l—%:%—i—l, for1 <p,q,r <oo. Thus

I1fgll, < I1£1, llgll, » (1.4)

with the convolution of two functions defined as

(f * 0)(& / F(@ = )g(y)dy (1.5)

Theorem 1.5 (Dominated convergence theorem). Let f, be a sequence of measurable functions in the
measure space (X, 3, u) such that f,, — f pointwise. Suppose that there exists g integrable such that
|fn] < g for alln. Then f is integrable and

hm/fndu /de;L (1.6)

Theorem 1.6 (Mean value theorem). Suppose that the function f is continuous on a closed interval
I = [a,b] and that the derivative f' exists at every point of (a,b). Then there exists ¢ € (a,b) such that

f®) = fa) = f(e)(b - a). (L.7)

Theorem 1.7 (Maximum principal). Let 2 be a bounded domain. Suppose u € CZ(Q2)NC(), that L
is strictly elliptic, ¢ <0 and Lu > 0 in Q. Then either u = supg u or u does not attain a nonnegative

mazimum in .

Lemma 1.8 (Fatou’s lemma). Let (X,X, ) be a measure space and consider f, : X — [0,00] a se-

quence of monnegative measurable functions. Then liminf, .. f. is measurable and

/ hmlnffndu < hmlnf/ fndp. (1.8)
X

n—oo

Theorem 1.9 (L’Hopital’s rule). Let f, g be differentiable functions on an open interval I except in a

point c. Suppose that the following conditions are satisfied:
(a) limgy. f(2) = limy . g(z) =0 or lim,_,. f(z) = lim,_,. g(z) = oo,

(b) ¢'(z) #0 for allz € I'\ {c} , and

f(=@)

7 (@) exists.

(¢) lim, .

Then we have ,
11 M = lim ! (a:)
g(@) #oe g(a)

(1.9)



1.2 Subfunctions and superfunctions

Theorem 1.10. Consider the boundary value problem y"” = f(x,y), y(z1) = y1, y(x2) = yo, and let
I =R" and Iy = {y : ly| < cc}. If f(x,y) satisfies

(a) f(x,y) is continuous on S = {(z,y) : x € I,y € I} and
(b) f(x,y) is nondecreasing in y for fived x € I

on S, then for any x1, 1o € I, x1 # X2, and any y1 and ys, the boundary value problem y" = f(x.y),

y(x1) = y1, y(x2) = y2, has a unique solution of class C?) on [xy1,zs).
The proof of this theorem is standard and motivates the following:

Definition 1.11. A real valued function S defined on an interval Iy C I is a superfunction with
respect to the solutions of (1.10) on I if y(x) < S(z) on any subinterval [z1,22] C I and any solution
y(x) of (1.10) on [zy,z3] with y(x1) < S(z1) and y(x2) < S(z2). The definition of subfunctions is

given similarly in terms of inequalities in the opposite direction [2].
The following are some properties regarding subfunctions and superfunctions.
(¢) If s(x) is a subfunction on Iy C I, then s(z) is continuous on the interior of Ij.

(1) If {sq : @ € A} is any collection of subfunctions on Iy C I which is bounded above at each point
of Iy, then s defined by
s(x) = sup{sq(z) : a € A} (1.10)

is a subfunction on Ij.

(#ii) If s is continuous on Iy C I and of class C®) on the interior of Iy, then s is a subfunction on Iy
if and only if f(z,s) < s” on the interior of Iy. If s” > f(z,s) on [z1,z2] and y(z) is a solution

of (1.10) on [z, x| with s(z1) = y(z1), s(x2) = y(x2), then s(z) < y(x) for x € (x1,x2).

(iv) Let s; be a subfunction on Iy C I and sy a subfunction on [z1,22] C Ip. Assume also that
sa(z;) < s1(x;) at points x;, ¢ = 1,2, contained in the interior of Iy. Then s defined on I by

s(x) = s1(x) for & ¢ [x1,x2] and s(x) = max[s;(z), s2(x)] for x € [z, xa] is a subfunction on Ij.

1.3 Existence

Lemma 1.12. Let yo(x) be the solution of the boundary value problem y" = f(x,y), y(0) = —a,
y(1) = 0. Then the function Uy(x) defined by

(1.11)

is a continuous superfunction on [0, 400).

The proof of this lemma follows from properties of superfunctions given in [2]. We will also make

use of the following definition.



Definition 1.13. Let {¢} denote the collection of every continuous subfunction on [0, +00) such that
p(r) < Po(x) on [0,400). We define the function w as w(z) = sup{p(z) : ¢ € {p}}.

We note that our function w is bounded and continuous on [0,+0c0) and, moreover, is both a
subfunction and a superfunction on [0, +00) (see [2]). These results will be used in the proof of the

following result

Theorem 1.14. Consider the following boundary problem:

y' = f(x,y),
y(0) = —a, a0 > 0, (1.12)
y'(z) > 0,y(z) <0,

If f(z,y) satisfies

(a) f(z,y) is continuous on S = {(x,y) : @ € I,y € Iy} where I, and Iy are the intervals associated

with the boundary value problem,
(b) f(z,y) is nondecreasing in y for fized x € I, and
(¢) f(z,0)=0inI;.
on S1 ={(x,y) : x >0,y <0} then our boundary problem has a unique solution.

Proof. We shall now show that the function w(z) is the unique solution of (1.12). Using Theorem 2.1
from [2], it follows that for any b > 0 the boundary value problem y” = f(z,y), y(0) = —a, y(b) = w(b)
has a C® solution g, on [0,b]. From a previous lemma, we know that w is both a subfunction and a
superfunction on [0, ], this implies that y,(z) = w(x) on [0,b]. Hence, w is a solution of ¥ = f(z,y)
on [0. + o0) with w(0) = —a, and w(z) < ¥o(xz) < 0 on [0,+00). It follows that if w’(zg) < O for
some xg > 0, then lim,_, . w(x) = —oo, which is a contradiction due to the fact that w is bounded.
Thus we conclude w’(z) > 0 on [0. + co) and additionally, w is a solution of (1.12). To prove the
uniqueness of our solution, we will begin by assuming there exists another distinct solution u(z) of the
equation (1.12). Due to the uniqueness of the solution for the the boundary problem y” = f(z,y) on
finite intervals, there exists zp > 0 such that u(x) = w(z) on [0, zo] and u(z) > w(x) for x > xo. This
implies that v (z) — w”(x) > 0 for x > xg. As a consequence u(x) — w(z) — 400 as £ — +oo which

is impossible since u and w are both bounded. Hence, w is the unique solution of (1.12). O

Corollary 1.15. Let h : [0,00) — R be a continuous, non-decreasing function. The initial value

problem
1 — h
y"(r) =h(y(r)), r>0, (1.13)
y(0) =1,
subject to
y(r) >0, y'(r) <0, >0, (1.14)

has a unique solution x that satisfies lim,_,o x(r) = 0 and lim,_, o X'(r) = 0.

Proof. The proof of this corollary proceeds similarly. Since our function h : [0,00) — R is a continuous

non - decreasing function, we can use (1.10). As a result we have that the boundary problem y”(r) =

10



h(y(r)), y(0) = 1, y(1) = 0 has a unique solution yo(r). Taking this solution we can define the following

function ¥q(r) as

{ Uo(z) =yo(z), 0<r <1, (1.15)

Uo(z) =0, r=>1,

In this case, Uy(r) is a continuous subfunction on [0, +00).

Let {¢} denote the collection of every continuous superfunction on [0, +00) such that ¢(r) > ¥o(r)
on [0,4+00). We define the function y as x(r) = inf{e(r) : ¢ € {¢}}. As in our previous proof, our
function x is continuous on [0, +00) and is both a superfunction and subfunction. Using (1.10), for
any b > 0 the boundary problem y”(r) = h(y(r)), y(0) = 1, y(b) = x(b) has a C'® solution y, on [0, ].
Arguing as in (1.14) we see that y is a solution of (1.15). O

1.4 Semigroups

A semigroup is a family of bounded linear operators {S(¢)};>0 on a Banach space L that satisfy:

(i) S(0) =1I.

(i) S(t+s) = S(t)S(s),t,s > 0.

We say a semigroup S(t) is strongly continuous on L if lim; o S(¢t)f = f for all f € L. We say
S(t) is a contraction semigroup if ||S(¢)|| < 1 for all ¢ > 0. We will also define a couple of concepts

regarding semigroups (see [6]):

(a) Suppose S(t) is a strongly continuous semigroup on L that satisfies ||.S(¢)|| < M for some M > 1.

Then we can define the norm ||-|| on L by

£l = sup||S(t) |- (1.16)
>0

(b) We define A the infinitesimal generator of a semigroup S(¢) on L as the linear operator defined
by:
1
Af =lim =(S@t)f — f). (1.17)

t—0 ¢

(¢) The domain of A, D(A) is the space of all f € L for which the previous limit exists.

(d) A linear operator A on L is a linear mapping whose domain D(A) is a subspace of L and whose

range resides in L. The graph of A is defined as
B(A)={(f,Af): feDA)} CLxL. (1.18)

A is said to be closed if B(A) is a closed subspace of L x L.

The infinitesimal generator of a semigroup will be employed a couple of times throughout this work.

To further be able to work with infinitesimal generators we will give a few results regarding generators.

Proposition 1.16. Let S(t) be a strongly continuous semigroup on L and let A be the corresponding

infinitesimal generator. Then we have the following results:
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t
(a) Suppose f € L and t > 0. Then we have that / S(s)fds € D(A) and
0

SWf - f = A/t S(s) fds, (1.19)
0
(b) If f € D(A) and t > 0, then we have S(t)f € D(A) and moreover
%S(t)f =AS(t)f =S(t)Af. (1.20)

As a consequence of this proposition we have the following result

Corollary 1.17. Suppose that S(t) is a strongly continuous semigroup on L and that A is the generator
of S(t). Thus we have D(A) is dense in L and A is closed.

Throughout this work S; will represent the semigroup defined as

(Si)a) = [ palts ~ i)y (1.21)

where h € B(R?) and p,, is the alpha - stable density defined as the fundamental solution of the

Cauchy equation %u(t) = A,u(t). Some additional properties of our semigroup used in this work are

the following.
Proposition 1.18. Let ¢ € L>°(R?) and ¢ € L*(RY).
(i) For each t >0, it follows that || Si¥|leo < ||¥]lce and ||S:dll1 < ||o||1-

.. . d o . . . d . . o
t—00 = . Y t—300 =
(i) limy_ oo t¥*(S1p)(x) = p1(0)|| 9|1 uniformly in x € R, In particular, lim; o0 (Si¢)(z) = 0

uniformly in x € RY.
(49i) Hmsup|,—o0 [¢(z)| = 0. In particular, imsup,) o [(St¢@)(z)| = 0 uniformly in t > 0.
(i) If d > « then
lim sup lim sup /Ot(Ssgb)(x)ds =0. (1.22)

lzl|+o00  t—o0

Proof. Property (i) readily follows from the definition of the norm (see [9]). Meanwhile, property (i)
is a consequence of the scale property of a-stable densities and the dominated convergence theorem

(here we use the unimodal property of a-stable densities).

(49i) If imsup, o0 [#(z)| =1 > 0, there is M > 0 sufficiently large so that inf{|p(z)| : [[z]| > M} >

/2. As a consequence,

l
d —dxr = oo. .
oz [ lo@ldez [ Sde=oo (123

The second assertion of (iii) readily follows now from property ().
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(iv) Let ¢ > 0, and take M > 0 such that M*~%/*((d/a) — 1)~' < /2. The scale and unimodal

properties of a-stable densities imply

t M t
lim sup / (S.6)(@)ds < / (Ss6)(x)ds + lim sup /Ms_d/“p1(0)||¢||1ds
0 0

t—o0 t—o00

y (1.24)
< / (Ss0)(x)ds +p1(0)||¢||1%, for all z € RY.
0
The digression (i4i) and the dominated convergence theorem yield
! 5
lim sup lim sup/ Ssp(x)ds < p1(0)||@]l1=- (1.25)
lzll»o0 t—oo Jo 2
Finally, we reach the conclusion when we let € — 0. O
1.5 The a-stable density
We define p,(t,-) as real-valued functions defined on R?, with Fourier transforms given by
/ e* P (t,x)de = e =17 forall t > 0, z € R% (1.26)
Rd
With - and || - || defined as the inner product and the Euclidean norm in R?, respectively. a-stable
densities satisfy the following useful properties:
Proposition 1.19. Let p,(t,-) be any a-stable density.
(i) For eacht >0,
/ Palt,y)dy =1, (1.27)
Rd

and pu(t,x) > 0, for all z € R? (density property).

(i1) For each t,s > 0 and x € R%, p,(ts,z) = t~/*p,(s,t~/*x) (scale property). In particular, it
follows that pa(t,z) < t=%*py(1,0) (unimodal property).

Proposition 1.20. Let p,(t,-) be any a-stable density. Thus it stands

(oo}
palt,z) = / Falt, N2 (A, 2)dA, (1.28)
0
where ps is the Gaussian density. This is known as the subordination formula.
Lemma 1.21. The function (t,x) v pa(t,z) is in C*=((0,00) x RY).

Proposition 1.22. For each t > 0,

t
tim [ lpas,2 ) = pas, s = 0. (1.29)
0

z—0

The proofs of these results can be found in [20, 4]
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1.6 The fractional Laplacian
The fractional laplacian (—A)“ is a operator which gives the standard laplacian when we take av = 1.
This operator can be defined in several equivalent forms:

Definition 1.23 (Using Fourier transform). We define the fractional laplacian as the operator with

symbol |¢]**. This means the following formula holds:

(=B)=f(€) = 1€ J(©) (1.30)

for any f for which the right hand side is valid.

Definition 1.24 (Using functional calculus). We know that the operator —A is a self-adjoint positive
definite operator given a dense subset D of L?(R™). We can define F(—A) for any continuous function
F:R* — R. In this way we define (—A)“.

Definition 1.25 (Using the heat semigroup). We part from the formula

W1 dt
A _m/o (exp(—tA) = 1) (1.31)

with A >0 and 0 < o < 1. Suppose A = |¢|* and by using our first definition we get

1
I'(—a)

| xptea) ) - )i (1.32)

(=2)*f(z) =

Definition 1.26 (Infinitesimal generator of a Levy process). Suppose X; is the a-stable Lévy process

starting at 0 and suppose that f is a smooth function. Then we have

a .1
(-2)%f(z) = lim 3E[f(2) — f(z + X)) (133)

In this particular work, the corresponding infinitesimal generator of the semigroup {S; : ¢ > 0} is

the fractional Laplacian A, whose domain is denoted by D(A,).
Proposition 1.27. Let A, represent the fractional Laplacian.
(i) If » € R? is a global minimum of ¢ € D(A,) then Ay¢(x) > 0.
(ii) A, is a closed linear operator.

Proof. The proof of (i) can be found in [4]. Meanwhile, proposition (i¢) is Corollary 1.2.5 in [18]. [

Definition 1.28. Let B(RY) denote the space of bounded measurable real-valued functions defined
on R? and let {S; : ¢ > 0} be the semigroup corresponding to the fractional Laplacian. By a mild

solution we mean a continuous curve u : [0, 00) — B(R?) satisfying

u(t) = S,($) + / Si-s(e — gf(u(s)))ds, t>0. (134)

A classical solution of a partial differential equation of order k is a solution of the partial differential

equation that is at least k times continuously differentiable.
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Existence, regularity and positivity of

solutions

In this section we will prove the existence of a solution for our problem of interest and we will prove
several properties of said solution. Amongst these properties we have temporal regularity, positivity

and global existence.

2.1 Local existence

In this section we will assume the following conditions
(i) ¥, € L'(RY),

(i3) ¥ € D(A,) N B(R?) and 9 > 0,

(iii) ¢,g € C(RY) N B(RY) and ¢, g > 0, and

(iv) f:[0,00) — R is convex with f(0) = 0.

The following theorem is one of our main results.

Theorem 2.1 (Existence). The initial-value problem

augﬁt, %) _ Ault, z) — g(o) f(ult ) + (), (2.1)
u(0,2) = ¥(z),

has a classical solution.

To prove this theorem, we will need some technical lemmas. In them, we convey that Er denotes
the Banach space C([0,7] : B(R?)) for each T > 0 with the norm

lulllz = sup{|[u(t)]l : t € [0,T]}. (2.2)
Lemma 2.2. There exist R, T € R™ such that the function F : Ex — Er given by
t
(Fu)t) =S+ [ Sialio - g (u(s))ds, (23)
0
is bounded in B(0,R) C Ep.
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Proof. Beforehand, notice that

S+ / Si—alp — g (u(s)))ds

< 1Sell, + / 1S—a( — 9 (u(s))) | oodls
>0 t (2.4)

< ¥ lloo +/O (Il + llgllooll Flloo) ds.

Suppose now that u € B(0,R) C E, so that there exists R > 0 such that u(s) € [-R,R]. As a
consequence,

t
[(Fu) @Ol < [[¥]loo +/0 1@l + llgllool f1li0,71ds

< ¥l + T (lllo + lgllssll fllfo, m1) -

Letting R = [[¢]loc + 1 and T' < (||¢lloc + ll9lloc | flljo,r) ™", we obtain that [|(Fu)(t)|| < R for all
te0,T). 0

(2.5)

Lemma 2.3. The function F : B(0, R) — B(0, R) defined in Lemma 2.2 is continuous.

Proof. Let t > r, and note that

1Se3p = Spibll = [ISr (Se—rtp = DI < ([Sp [ 1Se—rt) — &Il < |Se—rtp — ]| = 0 (2.6)

when r 1 ¢t. Using this result we have

S+ [ Sl —afule))is =S, = [ Simulo = af(uo)ds

< IS — Syl + H I Sucalp — g (uls)))ds = [ $r-to - artutopyas

< H / Lo o= ey [ Semto = artutsnyas

) (2.7)
< | 8e-a(Simrtio = o (o)) = (o = af )| + [ 1Si-atip ~ o u(s))] ds
0 r
< [ 1Si-c(Si-st — af () = (o = af W)l s+ [ 1Sierlo = afu(s))lds
< [ 18- I(Si-r(o = 0@ - (o = e D ds + [ 15icslo ~ af(ulsMds.
0 T
The second term of the right-hand side of these inequalities is bounded by
[ 18i-ut = g (s)llds < (¢ = r)(lele + llel SN0 ) (2.8)

In turn, the right-hand side of (2.8) goes to 0 when r tends to ¢, so we only have to study the behavior
first term. Note that

/ USumr (o — 9 (u(s))) — (0 — g (u(s))) s

(2.9)
:/0 Lo, () 1Se—r (0 — g.f (u(s))) — (¢ — gf (u(s)))]|-
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The function s — 1jg.(8)[|St—r (¢ — gf(u(s)) — (¢ — gf(u(s))|| is measurable and bounded, one bound

being 2([|¢llcc + [|9llso|lflIfo,7))- By the uniform convergence theorem,

lim OT 1S (¢ — g (u(s))) — (9 — gf (u(s)))]| = 0.

r—t—
We conclude that F' is continuous.

Lemma 2.4. Let R = ||¢||co + 1. Then the mapping F is a contraction if

T < mi { R 1 }
min s .
lglloc f(R) " l¢lloc + 19llocll fI] (0,7

(2.10)

(2.11)

Proof. Firstly, notice that Lemma 2.3 and the inequality (2.11) imply that the function F' is continuous.

On the other hand, for each u,v € B(0, R) it is readily checked that

I(Fu)(t) — (Fo)(®)]| = || S + / Siap — gf (u(s)))ds — Sy — / Se—s(ip — 9f (0(s)))ds

=[5t atutom - 5ot - as0ien)

_ / Si_o(—gf(u(s)) + gf (v(s)))ds

i /0 Si_s(g(F(u(s)) — f(u(s))))ds

</ 1S5 (g(f (u(s)) = F(v(s))))]l ds

<, gl f (u(s)) — f(v(s))ll ds
= ||g||oo/0 [1f (u(s)) = f(v(s))llds.

As a consequence, u(s),v(s) € [-R, R]. Using the convexity of f, it follows that

F(u(s) ~ 1(0(s) _ F(R) ~ ()
u(s) —v(s) — R '
This inequality and (2.16) yield
1F)®) ~ E)ON < lalloe "2 o],

(2.12)

(2.13)

(2.14)

Using (2.11) again, we see that the coefficient multiplying ||u — v|| at the right-hand side of (2.14) is

less than 1. We conclude that F' is a contraction.

O

Using now Lemmas 2.2 through 2.4 together with Banach’s fixed-point theorem, there exists a
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unique continuous function v € B(0, R) that satisfies

ult) = S + / Si-slp — gf(u(s))ds, ¥t e [0,T]. (2.15)

In such way, we have established the existence of a mild solution for problem (2.1). Finally we want
to see that the mapping uy — u from B(R?) to C([0,T] : B(R)) is continuous. In other words, we
wish to prove that the variation in the initial condition is continuous. To see this, let v and v be the

solutions corresponding to the initial conditions ug and vy respectively. Thus we have

ut) — v(D)]loe = \

Syuo + / Sy a(ip — gf (u(s)))ds — Syvo — / Si_s(p — g/ (v(s)))ds

< Seu0 — Syvoll H [ Si-statd0(6) = slato))as

< [1S4(uo — vo)]| + / 1Se—e(g(F(0(5)) — Flus))))]] ds
< fluo — woll + / lo(F(o(s)) — f(u(s)))]] ds (2.16)
< flug — vol| + / gl 1 (u(s)) — F(o(s))]] ds

= [luo — voll + IIQIIOO/0 1f (u(s)) = f(v(s))ll ds

Tf(R)
< lluo = voll + llglloo =7 llu = v].
Thus we have HR)T
o= o) (1~ ol 2R ) < o = . (2.17)
Since we have taken T > 0, it yields
R
[u— vl < [t — ol - (2.18)
R— gl f(R)T
From this previous inequality, the continuity in the initial parameter follows.
Corollary 2.5. If g € B(RY), then the equation
t
w(t) = Siw(0) —/ Si_s(gw(s))ds, w(0) € B(R?), (2.19)
0

has a unique solution w € C([0,T] : B(RY)).

2.2 Temporal regularity

Theorem 2.6 (Temporal regularity). The solution of (2.1) is differentiable in time.
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Proof. Let u be the unique solution of (2.1), and consider the equation

= S (0 / Si—s(gf'(u (s))ds (2.20)

which has the unique solution v(0) = Ayt — gf () + . We wish to prove that v(t) is the derivative
of u(t). To that end, let
u(t + h) — u(t)

- (2.21)

Up =

and observe that

[[un(t) —v(®)]l =

1 t+h
7 <St+hw + / Strn—s(p — gf(u(s)))ds — Sy
i (2.22)

- st_s«o—gf(u(s)»ds)—stv<o>+ [ simdog tsets)as|.
0 0

To simplify the right hand term, we will use the following the following equation

t+h h t+h
/ ke s(0— g (uls)))ds = / Sernos(o — gf (u(s)))ds + / Spenslec SRR )
0 0 h

h t
_ s, / Shalp — aF ((s)))ds + / Se—a(p — g (WBRBR)) ds.
(2.23)

Using this equation, we have as a result

1 t+h
l[un(t) — vl = ||+ (Sth + / Sin—s(p — gf (u(s)))ds — Sy

_/5t5¢ 9f(u ) Syv(0 /Stsgf (s))ds

- (stshwst / Shslp — gf (u(s)))ds + / Si—slp — 9f (u <s+h>>)ds>
0
—Stw—/o Si-slp — g (u($))ds — Syo(0 ) /St (g (u(s)v(s))ds
s (sw + Jo Sn-slo — gf(U(S)))d5>
_|ls, ;

w1 (s | Sl — g f(uls + ))ds - / S - o (uls))is

—Sw(0) + / Si—s(gf'(u (s))ds

=[5 4 2 [ st - asta <s+h>>>ds>fs”,‘f0)

1 ! '

3 | Sieato - aruton)as = 500 + [ Selof @)l

(2.24)
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so that

5y() = u(0)

Jun(t) — v()] = —E ) +% | Simsto = artuts + myyas

L / Su (o — o (u(s)))ds + /s (9" (u(s))(s))ds

= St( / St s gf )
1 (2.25)
b [ Seo = aftats + )~ (o~ af o))
= St( ( / St s gf )
/st (g (f( (”h)}L S”))ds -
0

Using the triangle inequality and Proposition 1.18 yields

June) — o)) < 5“2 | + | [ et IR, 5
_ fuls 4 1) = rlas)
u(s+h) —u(s)

~ 15 1(0) — o0 + [ |-stg( LU IDZLUD )|

= [ sistotsatn - £ (“ifjf,ii =Ly as
< [jun (0) ~ v(O)] + / o [ LR HEN s 5) — ol

+ [ lolls oty - LIy

(2.26)

Let 0 < |h| < T for some 0 < s < T. It is easy to see that u(s + h) = u(0) if s + h < 0. Meanwhile, if
T < s+ h then u(s + h) = u(T). Note also that if u(s + h) = u(s), then

flu(s + h)) — f(u(s))
u(s + h) — u(s)

=0. (2.27)

This fact and the mean value theorem imply that there exists £(s, h) between u(s + h) and u(s) such

that
f(u(s +h)) = f(u(s))

i e ! (2:29)
But u € B(0,R), so |(£(s,h))] < R. As a result,

u(s+h) — u(s)

On the other hand, taking norm on both sides of (2.20), using the triangle inequality and properties
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of semigroups, we obtain the inequality

[o(@)]] < v(0)]] +/0 gl | o, [0 (s) I s (2.30)

Moreover, as a consequence of Gronwall’s inequality, it follows that [|v(¢)]| < [Jv(0)]|el9llIf Iw0.mT

Substituting this inequality into (2.25) yields

T - u\s
o) = w01 < n0) = o1 + ol [ |7ty - L BRI g,
ol et [ n(s) = (o) (2:31)
0
= () + M [ fun(s) = o),
where

2 = gl o (2.32)

) = lun() = o1 + lalllolfom | |[7uen) - SEEI=IE gy 23

By the dominated convergence theorem, the second term at the right-hand side of (2.31) tends to zero.
On the other hand,

lim

lim, - = 0(0). (2.34)

This implies that €(h) tends to zero as h — 0. Gronwall’s inequality yields ||u,(t) — v(¢)|| < e(h)eT™M.

As a consequence, u(t) is differentiable and its derivative is equal to v(t). O

Finally, we will verify that the mild solution found in this section is indeed a classical solution of
(2.1). To be able to prove that our solution is indeed a classical solution, we must verify that our

solution u is in D(A). Yet this follows immediately from Proposition 1.12. Let

o(t) = Ssuo + / Tt — 5)(0 — g (u(s)))ds. (2.35)

Since the function ¢ — gf(u(s)) is continuously differentiable then

o) = s+ 5 [ 7= 5)(0 = aftu(s))ds -
= Ay Srug + % /0 T(s)(o—gf(u(t—s)))ds.
Define now .
B(t) = /0 T(s)f(t — )ds, (2.37)
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where f(t —s) = ¢ — gf(u(t — s)). We wish to study the behavior of

ERT() f(t+ h = s)ds — [T T(s)f(t — s)ds

o(t+h) —o(t)

lim = lim
h—0 h h—0 h
li 0t+h T(S)f(t + h — S)ds — 0t+h T(S)f(t _ S)dS + f;+h T(S)f(t _ g)ds
=iz, :
BT b= )~ S s)ds £ [ TS 9)ds
h—0 h

h—0

e t+h f(t—s+h)— f(t—s) 1 [t
~ lim {/0 T(s)( ) )ds+ﬁ/t T(s)f(t—s)ds}.

(2.38)

It is easy to verify that the second limit on the right-hand side of (2.38) is equal to T'(¢) f(0). By

taking the change of variable r = s — ¢ we have
T - s)ds [ T(s+ 1) f(—s)ds
lim = lim

h—0 h h—0 h

=T(t)f(0).

¢
On the other hand the first limit equals / T(s)f'(t — s)ds because, if we define
0

ot F(E— st h) — f(t—s)
¢=Jim [ T(s) K

)ds.

then we have

¢ f(t—s+h)—f(t—s))ds

¢ = lm otf;(s)( 3
t— — flt—
By R Gt L EF LI

g t+h . - i
= /OT(s)f’(t—s)ds+1im sy LY +h})L FE=8)) 4

h—0 Jy
flt—s+h)— f(t—s)
h

T(s)f'(t — s)ds + }LILI%) Litevn)(5)T(s)
(s)f'(t = s)ds + (T(s) f'(t — 5))(0)
(s)f'(t — s)ds.

I
S—s——
=

=)

As a consequence,

d . t ,
5= T()f(0)+ /0 T(s)f'(t — s)ds
In this way,
d ' , :
2 0(8) = BaT ()uo + T(t)(p — 9 (u(0))) + / T(s)(—gf (u(t —s))u'(t — s)ds.
0

(2.39)

(2.40)

(2.41)

(2.42)

(2.43)
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On the other hand, we know that o'(t) = Ay, 0(t) + f(t), since

Sp—1

v = Jim =)
0y -7 trh
= }Lli% w - %/t T(t—s+h)f(s)ds (2.44)
= (t) - f(®).

Using this fact and Theorem 2.6, it follows that

%v(t) = AuSwug + A, /0 T(t = s)(p — gf(u(s)))ds + ¢ — gf(u(t)) (2.45)
= Aqv(t) — gf(ul?)) + .
This implies that v is a classical solution of
210 = Bav(t) = gf (u(®)) + ¢, (2.46)
U(O) = U(O),

But w is also a mild solution of (2.46). Since the mild solution of (2.46) is unique, we conclude that

u =v. As a result, u is a classical solution for (2.1).

2.3 Positivity

In this section we wish to prove the positivity of the solution of (2.1). But first we will start by proving

the uniform continuity of « in z.
Lemma 2.7. u is uniformly continuous in R?.

Proof. Let t € [0,T] arbitrary fixed. Remember

u(ta) = Si0(a) + [ Sio = af(u(s)) (@)ds. (2.47)
For the first term we observe

er0)@) = e 0@ = | [ st = nas— [ ntote - v

= | L) = pite - ay (2.48)
< |l lloe = pill; -
To study the second term, we define
t+v t
h) = ‘ | prvnas (o= arue)@as = [ e s (= aps))@as| (249
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and we note that

i+v i+v
hz) < /O Pirw—s * (0 = gf (u(s)))(x)ds — /0 pi—s * (0 — gf (u(s)))(x)ds
f+1/ t
[ s o afe@ds = [ i (o= af(uls))@)ds
0 0
E—'rl/
= [ Grame =i s (= ar (s @)
f+1/
2.50
H [ s (o= gt @ds (250)
t
f—i—l/
< 10750 —s = Pi—s| ds(10ll oo + l9llo Ifllz2o0,m1)
t+v
+ [ Dol sl + ol 10 )
g f—i-l/
< (elle + oo o) logis = prsllyds+ 1oD.
Since ||pg+l,75 = ,ot;SH1 — 0 when v — 0 and moreover
Hpturufs - pffsnl S pr+usz1 + ||pt~75H1 =2. (251)
the result holds as a consequence of the dominated convergence theorem. O

Theorem 2.8. Let (£,2) € [0,T] x R? arbitrary fized. The function x — Spp(z) = (p; * ¥)(x) is

continuous.

Proof. We will begin by proving the continuity of

z - / Si_ (0 — g/ (u(s)))(@)ds = / pi_y * (0 — 95 (u(5)))(@)ds. (2.52)
Note that if ,, — =, then
e B GEENEIE o:_, + (¢ — 9 (u(s)))(®), fors € [0,4]. (2.53)
Additionally
[P+ (0 = 9P @())@)] < oo 1o (2.54)

The continuity of (2.52) follows from the dominated convergence theorem. Using this previous result
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we have

fu(t,2) —u(E, 7)< |(pe #)(x) — (pr % 0)(@) ~
+ / pres* (0 — g f (u(s))) (x)ds — / pi_y # (o — gf (u(s)))(E)ds
< 1o s 0)@) = (pr = ¥) @) + (g + 9)(@) = (pp ) (@)

+ / pres* (0 — g f (u(s))) (x)ds — / pi_s * (0 — g f (u(s)))(2)ds

+ / pizs * (9 — g f (u(s))) ()ds — / pies * (0 — g f (u(s))) (@)ds|

(2.55)
By the uniform continuity of ¢ in z, each of the terms on the right hand side of the inequality go to 0

when z — Z, yielding the result. O

Now that we have proven the uniform continuity of v we can start giving the proof of the positivity
of u. We will begin by defining a function h such that h(t) = inf u(t,x) for € R? and t € [0, T]. We

will also make use of the following lemmas.
Lemma 2.9. The function h defined above is continuous in [0,T].

Proof. We wish to see that h is continuous in € [0, 7]. By continuity of u we know that given e > 0
there exists § > 0 such that |t — ] < ¢ = |u(t,x) — u(f,z)| < ¢, for every 2 € R%. Using this and
properties of absolute value,

—e+u(t,r) <u(t,z) <u(t,z)+e. (2.56)

Using properties of infimum we have
—e+infu(f,z) < infu(t,z) < infu(t,z) +e, (2.57)

using properties of absolute value we conclude that ‘infmeRd u(t,z) — inf cpa u(t, x)’ <e O]
Now let ¢ € [0,7] such that h(t) = infyc(o 7y h(t). It is easy to verify the following lemma.
Lemma 2.10. For t we have that lim| 400 ‘u(f,m)‘ =0.

Proof. Using the integral representation of u yields

. t t
[ uttade < i+ [leldes [ elgl [ futs o)l dads
R 0 0 . JRd (2.58)
< Ul +Tlel) +elol [ [ futs.a)ldods
By Gronwall’s inequality
[ el ds < (il + T el exple ol T (2.59)
Now we note that
lim sup(S;y)(z) = limsup(p; * ¢)(z). (2.60)
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This follows from the fact that
[ w)ayda = ol < oc. (2.61)

implies that limsup,_,..(p¢ * ¥)(z) = 0. This is seen by assuming

lim sup(p; * ¢)(z) = L > 0. (2.62)

|z] =00

By definition, this implies for M sufficiently large, inf|, > (p¢ * ¥)(z) > % As a result,

0o > ]| = / (pe 9wy > /| (o1 * ) (@)dz > . (2.63)

z|>M

Moreover, |fH1 < cllu(t)]]; < C, with C constant, V¢ € [0,T]. As a consequence,

limsup f(u(t,z —y)) = limsup f(u(t,z)) = 0. (2.64)

|z] =00 |z|—o00

Finally, using the inequality

p(t = s,9)9(x —y) fu(s,x — ) < llglloo F(lul)pE = s,v)- (2.65)

and using the dominated convergence theorem we have

i
lim sup/ / g(z —y) fu(s,z — y))p( — s,y)dyds = 0. (2.66)
|z| =00 JO JRI
Hence we can conclude lim|,|_ o ‘u(ﬂ x)‘ =0. O

We will now suppose that h(f) < 0. By definition of h we can find a M > 0 such that |u(f,z)| <

—%E), for every |z| > M. This implies u(t,z) > %{), for every |x| > M. From this we can define

inf w(f,z) = inf wu(t,z)=u(t, ). 2.

Inf, u(t, ) |z1‘I%Mu(t,a:) u(t, &) (2.67)
In this way u(f, ) = h(f) = inf(; 4)ej0,r)xRra u(t, ). Define £ = u(f, ) < 0. If £ = 0 then ¢(Z) =
u(0,Z) = £ < 0. Thus £ € (0,T]. Now we will define the function h such that h(t) = inf,cgas V(2,1),
with V(¢,z) = u(t,z) — K(t —t) and K = f% > 0, for ¢t € [0,7]. The continuity of u on ¢ uniform in

 implies A is continuous in [0,7]. As a consequence there exists # € [0,] such that
h(f)= inf h(t)= inf inf V(t,z). 2.68
(t) Lt (t) nf nf, (t,z) (2.68)
By 2.10 we have that lim|, V(f,2) = —K (¢ — f). As a consequence there exists M > 0 such
that |V (I, z) + K(t — )] < f%. As a result we have V(,z) > % — K(t — 1), V|z| > M. On the other
hand, we know lim, ,;u(t,Z) = £ Hence there exists § > 0 such that for 0 < t — £ < § we have
‘u(t,:f:) - u(f,i)‘ < —%. It follows that u(t,Z) < % when 0 <t —% < §. Thus if t € (f — §,%) we have

u(t, @) < .Y (2.69)
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Using the fact that —K# < K(f —t) and 2.69 yields

u(t,¥) < —Kt+ % <K(t—1t)+ %. (2.70)
Using 2.70 and replacing K (f — t) with —K(t + ¢ —  — ) we have
u(t, i) < —K{t+t+—t+1)+ %. (2.71)

Separating this term, passing —K (¢ — #) to the other side and using the definition of V (¢, #) we have

V(t,7) < g — K(t —1). Applying definition of # and definition of V (¢, #) we have

h(d) < h(t) <V(tZ) < % - K({-1). (2.72)

It follows that inf,cga V (£, 2) < % — K(f — f). Because of this there must exist z € R? such that

V(L z2) < % — K(f — ). This would imply that |2| < M and that

h(t) = inf V(t,z) = inf V(f,2) =V ({,2) = inf_ inf V(¢ x). 2.73
(1) inf V(t,a) uf (t,z) = V(i) [t i (t, ) (2.73)
On the other hand since V (£, %) < u(f, Z) we have that u(f,2) — K (f —t) < &. Passing the second term
to the other side and using the fact that K and { are greater than 0 we have u(f,2) < & + Ki. By
definition we have that

1 e 5
Kt=(=(—2))t = - 2.74
£+ (=)t +&= ¢ (2.74)
Since € < 0 this tells us that u(f,#) < 0. If we take £ = 0 we reach V(0,2) < % — K(t). Subtracting

K(t — 0) on the left hand side, simplifying the right hand side and using the definition of (%) we

reach ¢(%) < & < 0. Thus 7 € (0,7]. This implies that

%V(i,i = 1}3?01 Vi 4) - Z(t —h%) <0. (2.75)
Using 2.75, the fact that f(u(f,2)) = 0 and
ALV (E,2) = Aqu(t, ) — KAL(E — 1) = Aqu(t, 2). (2.76)
We have A o 5
0 <Agu(t, ) —g(&)f(u(t,2)) + ¢(&) = &u(t,fc) <-K<0 (2.77)

since 7 is global infimum of V. This means that the point (£,2) € [0,7] x R? does not satisfy the

equation. Hence £ > 0. As a result we have that our solution is non-negative.

2.4 Global existence

Up to this point, we have proven that our model has a local positive solution. We wish to prove that

our local solution is in fact, a global solution. In other words, we wish to prove that the maximum
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time of existance t,,4, of is not finite. For this purpose, we will assume that t,,,, is finite. Then,

i [Ju(t)| = oo,

(2.78)

Since otherwise there is a sequence t,, T tmar such that ||u(ty,)|| < C for all n, for some fixed C. We

now define
V(t) = u(ty +1),t > 0.

From this definition we have

tn+t
V() = Stn+t<P+/O Stort—s(p — gf(u(s)))ds
= Su(t)+ [ Sieilo— af(utty + 5))ds

_ &erhéshxw—mﬂdﬁﬁﬁ-

But we also know that taking

g:&mm+AT%ﬂw—wwwmﬁ+A&ﬂw—wwmew

we have

tn
E = St+tn1/)+/0 St-s-tn—s((P i gf(u(s)))ds
t
+A&ﬂw—ww%+w@
tn
_ &mm+/ Sttt —s( — gf (u(s)))ds

tn+so
+/ St +t—s(0 — gf(u(s))ds.
t

n

By Banach’s fixed point principle there exists

R 1

T = min{ }.

Such that
L+ fJu(ta)| <1+ C =R

(2.79)

(2.80)

(2.81)

(2.82)

(2.83)

(2.84)

In this way, T is independant of n and we have that V(¢) is a unique solution in the interval [0, 7]. Now

let us take € = % > 0. Since t,, T tmas there exists ng positive integer such that ¢,, € (tmax — T, tmaz)-

This implies that t,ee < tn, + T. Finally, we define the function:
’LU(t) = u(t)7t S tnoa

w(t) =Vt —tn,),t > tn,,

(2.85)

(2.86)
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for t € [0,t,, + T]. We know that w is a mild solution for

t
() = Sra0) + [ Siu(o - 9f(as))ds (287)
0
for any t € [0,t,, + T]. As a result
im[u(t)] = o0 (2.89)

but that is a contradiction due to the fact that our solution = is bounded. As a result, we have that

tmaz 1S DOt finite.
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Integrability and asymptotic behavior

We will start this section using the time-monotonicity of the solution w of (1) in order to obtain a

solution v of (2).

Theorem 3.1. Let d > o and suppose that
(i) p € C(RY) N BRY) N LY(RY) with ¢ >0, and
(#) f:][0,00) = R is convex and satisfies f(0) = 0.

Then there is a solution s € Bjy|.+1(0) of (2) satisfying the boundary condition im ) —c0 Uoo () =
0. Ifa = 2 and d € {1,2} we require that ¢ € C.(R?), lim inf) ;|00 g(x) > 0, and g(x) > 0 for all
z € RL.

Proof.
e Case 1: d > a. Consider (1) with ¢ =0, and let v be the solution of
9 F\/
av(t,l') = A(xv(tax) _g('r)(f) (u(t,x))v(t,x),
v(0,2) = (@),

(3.1)

where f(z) = f(max{0,z}), for each € R. We readily see that du(t,z) = v(t,z) > 0. We
start by bounding the following term

]&wmjé&xwmwww% < ISV O+ [ Isi-alor W)V ds
< nv«s>na3+-j€ lof (u(s))V ()] ds
s|mu+Aumaww@mmwmw (32)
<

nmw+wkﬁnﬂmm&w
< gl + T gl I1F]

[O,R] R

By taking T = m, R = ||¢|lo + 1 we have [[(FV)(t)| < R. By using Banach’s

contraction principle we obtain 7" time of existence of a solution V for our new equation. To
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prove the positivity of our new solution, we begin by defining

h(t) = inf V(t,x). (3.3)

z€R?
From this definition we derive the following lemmas,
Lemma 3.2. The function h defined above is continuous in [0,T"].

Lemma 3.3. lim;|_ o |V(t~7 x)’ =0.

The proofs of these lemma are similar to those in section 2.3. We will now suppose h() < 0.
This implies there exists M > 0 such that

4 h(t
|V(t z)| < —7(. (3.4)
for |z| > M. From this we can define
V(t,7) = inf V(,2) = h(). (3.5)
z€R

Let £ = V({,#) < 0. If # = 0 this would imply ¢(Z) = V(0,%) = £ < 0. Thus we must take ¢
such that € (0,7"]. Now we will define a new function h(t) = inf,cga V'(t, ) with V' defined
as
V'(t,z) =V(t,z) — K —t). (3.6)
for t € [0,7] and K = —6%. By the continuity of V' the continuity of V' follows immediately.
Since V" is continuous in [0,f] we can find £ € [0,#] such that
h(f) = inf V'(¢). (3.7)

tel0,t]

By 3.3 we can see that limy,| o V'(f,2) = —K(f — £). From this we can find M > 0 such that

V(i z) > % _K(@E-9. (3.8)

On the other hand we know that lim, ,;V(t,Z) = £. Proceeding as before, this implies that
V(t,z) < % in 0 <t—t< 4 for some § > 0. This result leads to the following inequality

§ 1€

LE) < S < —KT—(2(=%) =& .
V(t) <3 <—Ki-(5(-5) =3 (39)
Rearranging terms and using the definition of V' yield
iy oy S _
Vi(t,z) < B—K(t—t). (3.10)

Applying the definitions of £ and of V'’ we have the following inequality

h(f) < h(t) < V'(t,@) < 2 — K(f —1). (3.11)
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As an direct consequence we have that inf,cpe V' (£, 2) < % — K (t — 1), this implies there exists

z € R such that V'(f,2) < § — K(f — ). Now we note, if £ = 0 this implies V'(0,2) < § < 0,

thus £ € (0,7]. As a result we have

o . 8. .
— = — < 0. .
8tv (t,2) atV(t, )+ K <0 (3.12)
Finally, this implies
0. . P N Fl R A .
0>—-K> &V(t,x) =AV(t,2) —g(@)f(u(t,2)) +¢(&) > 0. (3.13)

Since # is global infimum of V’. As a result we have that our solution is non-negative. Now,

considering the corresponding mild equation of (3.1), we deduce that

0

—u(t,z) < Spp(x). (3.14)
ot

From Proposition 1.18 (ii), it follows that there exists § > 1 such that Syp(x) < ct=%?, for all
xz eR%and ¢t > §. If we take t > s > § then (3.14) results in

u(t,z) — u(s,x) < % (tl_d/“ - sl_d/o‘) . (3.15)
Using now (1.34) and d > a, we reach that u(t,z) < ¢(d + 8~ holds for all z € R and ¢ > 4.
This implies that lim; . u(t,2) =: us () exists and, moreover, one can easily prove that the
convergence is uniform in x. On the other hand, using (3.14) and Proposition 1.18(ii) we see
that lim;_, o, Oyu(t, z) = 0 holds uniformly in z. Thus, lim;_, ., Asu(t, z) = g(x) f (v (x)) — ()
is uniform in z. Since A, is a closed operator by Proposition 1.27(i%), then us € D(A,) is a

solution of (2). Moreover u, # 0 if ¢ # 0. The positivity of u(t, z) implies then that

t
lim sup ueo () < lim sup lim sup / Ssd(x)ds. (3.16)
0

loll—oo lall—oo  t—00
Proposition 1.18(4v) implies that limg)— 0 Uso(2) = 0.

Case 2: a =2 and d € {1,2}. We show firstly that

| lﬁm u(t, x) = 0 uniformly in ¢ > 0. (3.17)
T||—0o0

By hypothesis, L = liminf|,; o g(z) > 0. Recall that R > 0 is such that supp(y) € B(0,R)
and inf{g(z) : ||| > R} > L/2. Set v(z) = x(||=]|), where x : [R,00) — R is the corresponding
solution of (1.13). Using (1), for all ||| > R and ¢ > 0 the following holds:

Autr) =vla)) > FHu(t.o) - FH0@) - Trx (lal)
H @ (3.18)
> 2 (flult,2) ~ Fo().

2

If there exists (to, 7o) € (0,00) x (R\B(0, R)) such that u(to, o) > v(zo), then there is 7y €
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B(zo, R) with R = (||zo|| — R)/2, for which

u(to, o) — v(Zo) = max{u(ty,z) — v(z) : x € B(xo, R)}. (3.19)

As a consequence,

0= Aulto, 7o) — (@) > 5 (F(ulto, 7o) — F(0(70))) (3.20)

and the strict monotonicity of f yields 0 > u(to, Zo) — v(Zo) > u(to,x0) — v(zg) > 0. It follows
that
u(t,z) < wv(z), for all t > 0 and ||z| > R. (3.21)

The desired uniform limits follow then from Proposition 1.15. Take now M > R and ¢ > 0, and
let z; € B(0, M) such that u(t,z;) = max{u(t, ) : ||z|| < M}. If ||z¢|| = M then (3.21) implies
that

u(t,z) < max{v(z) : ||z|| = M}, for all |jz| < M. (3.22)

In the case ||z;]| < M, we readily note that 0 < dyu(t, ;) = Au(t, zy) — g(z:) f(u(t, z)) + p(z4).

Moreover, notice that

u(t,z) < f1 (inf{g(;!()ppca):oe Rd}> , for all ¢ > 0 and ||z|| < M. (3.23)
The strict positivity of the infimum follows now from the fact that inf{g(z) : ||z|| > R} > L/2,
and that g(z) > 0 for all z € R?. On the other hand, the identity lim, | v(z) = 0 and
the expressions (3.21), (3.22) and (3.23) imply that sup{u(t,z) : t > 0,2 € R?} < co. Hence,
limy o0 u(t, ) 1= uoo () exists in this case. Moreover, we claim that the convergence is uniform
on ||z|| < M, with M > R. To prove that, we check firstly that {u(m,-)}2°_; is equicontinuous
on B(0, M). Indeed, let m € N be arbitrary but fixed, and let =,y € R?. Then

IN

u(m, ) —u(m,y)|

i i [ 162) = 921 w5, 2Dlalt = 5, = 2) = pa(t = 5.y~ 2)ldzds
0 R4 m
(s + ol @) [ [ (o2 =y +2) = pas, ldds

IN

(3.24)
the equicontinuity of {u(m,-)}2°_; follows now from Proposition 1.22. Since lim,, oo u(m, z) =
Uoo (), Theorem 7.5.6 in [3] implies that the convergence is uniform on B(0, M), so u is continuous
on R?. Dini’s theorem implies next that the convergence lim;_, o u(t, 2) = us(2) is uniform on
B(0, M), for each M > R. Now, we will check that the convergence is uniform in R?. To that
end, let ¢ > 0. By (3.17), there exits M. > R such that

lu(t, )| < % for all t > 0 and [|z] > M.. (3.25)
Moreover, the uniform convergence on B(0, M) guarantees that there exists t. > 0 for which

u(t, ) — uoo(@)] < g for all ¢ > t. and ||z|| < M.. (3.26)
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Propositions (3.25) and (3.26) yield |u(t,z) — uc(x)| < e, for all t > t. and x € R%. To complete

the proof, we proceed now as in Case 1. O

Let R > 0 be such that supp(p) C B(0, R) and inf{g(z) : ||z|| > R} > L/2. Define the function

x(R) ds
Fo= [ i 0<iSam, (.27)
where x is the solution of (1.13) and
t
Flt) = /0 F(s)ds, > 0. (3.28)

From (3.21), we readily check that us () < x(||z]|), for all ||z|| > R. The following result provides

other explicit bounds.
Theorem 3.4. Suppose that
(1) ¥, € L1(RY),
(ii) ¥ € D(A,) N B(R?) and ¢ >0,
(iii) ¢,g € C(RY) N B(R?) and p,g9 > 0, and
(iv) f:[0,00) = R is convex with f(0) = 0.

and let « =2 and d € {1,2}. If f'(0+) > O then

u(t,z) < exp (—;||x||\/f’(0+)> , for all ||z > R and t > 0. (3.29)
If f'(0+) = 0 then
u(t,z) < F~Y(V3|z|), for all ||z|| > R and t > 0. (3.30)

As a consequence, if f'(0+) > 0 then us is always integrable. However, if f'(0+) = 0 then uy is
integrable when f;o F1(r)rildr < oco.

Proof. An application of L’Hépital’s rule yields

Hm@%f:mjmm. (3:31)

r=oo \ x(r) r—oe x(r)

On the other hand, the convexity of f implies that lim, o f(z)/x = f'(0+) > 0.

e Case 1: f/(0+) > 0. Since lim, o X'(r)/x(r) = —+/f'(0+), there is M > 0 large enough such
that

3 1
exp (—QT\/f/(O-i-)) < x(r) < exp <—27" f’(O—i—)) , for all r > M. (3.32)
The integrability of u readily follows now.

e Case 2: f/(0+) = 0. By L'Héspital’s rule, lim, o (X' (r))? /F(x(r)) = 2. So, for M > 0 large
enough,
—VBFEXMN? < X'(r) < — (F(x(r)"/?, for all r > M. (3.33)
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The comparison lemma for ordinary differential equations yields y(r) < x(r) < z(r), for all
r > M. Here,

(Q\
—~
=
S~—
I
|
—
!
—

<
—
=
N
=
N~—
—
~
%)
<
—~
5
Il
=
—~
s

(3.34)
(3.35)

N\
~—~
=
S~—"
I
\
&
~—
!
—~
®
—~
3
S~—"
S~—"
Nt

~
~
[\
N
—~
5
I
=
—~
s

Moreover, the solutions are given by y(r) = F~(r) and z(r) = F~'(v/3r). We may use now
L’Hospital’s rule to see that limg o F(t) = oo, so that y and z are well defined for all » > M. To
conclude the proof, it suffices to observe that (3.21) implies that u(t, z) < v(z) = x(||z]|), for all
t >0 and ||z]| > R. O
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Conclusions and discussions

In this work, we studied the temporal monotonicity of the positive solutions of the parabolic semilinear
partial differential equation (1). Moreover, we used our results to establish the existence of solutions
for the elliptic equation (2). In particular, we observed that the source term f is fundamental in
order to guarantee the integrability of the solutions. In fact, the ordinary differential equation (1.13)
only involves such term. That fact was noted in one of the examples of this manuscript, in which
the integrability of u,, only requires to impose conditions on 8. Ultimately, all the goals established
at the beginning of this work were met and, more importantly, a new and innovative approach was
given in several of the arguments presented throughout this work. This work represents a contribution
in the study of partial differential equations with fractional diffusion. Currently, there has been an
increase in interest in the study and applications of partial differential equations with this operator.
As one of the problems which remain open after the conclusion of this work, it is still pending to
check if the integrability conditions for u., are necessary. Additionally, the case when d = 1 and
a € [1,2) still needs to be studied, and new techniques must be developed to tackle that case. This is
an interesting problem since the solution can be used to see how much time an (o, 1, 5)-superprocess
spends in bounded Borel subset of RY, see [14].
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